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Abstract. I defend the following version of the ought-implies-can principle: (OIC) by virtue of 
conceptual necessity, an agent at a given time has an (objective, pro tanto) obligation to do only 
what the agent at that time has the ability and opportunity to do. In short, obligations correspond 
to ability plus opportunity. My argument has three premises: (1) obligations correspond to reasons 
for action; (2) reasons for action correspond to potential actions; (3) potential actions correspond 
to ability plus opportunity. In the bulk of the paper I address six objections to OIC: three objec-
tions based on putative counterexamples, and three objections based on arguments to the effect 
that OIC conflicts with the is/ought thesis, the possibility of hard determinism, and the denial of 
the Principle of Alternate Possibilities. 

 

1. Introduction 
 

“Good morning, Professor. Unfortunately, I haven’t even started writing a paper yet. I know I 
promised to turn in a paper today by 9am, but last night I didn’t feel like writing, so I went to the 
movies instead. What should I do?” 
 

“You should turn in a paper by 9am. Its 8:57, so you’ve got three minutes left.” 
 

“Sorry, Professor, maybe I didn’t make myself clear. I don’t have a paper to turn in.” 
 

“You asked what you should do. Obviously, you should fulfill your obligations. You may not 
have a paper, but you do have an obligation to turn in a paper by 9am.” 
 

“But I can’t turn in a paper by 9am, so I don’t have an obligation to do so: ‘ought’ implies 
‘can’.” 
 

“This principle would make a joke of morality: it would allow people to get rid of unwanted ob-
ligations by making themselves unable to fulfill them.” 
 

“But with all due respect, Professor, your denial of the principle also makes a joke of morality: 
rather than making morality excessively lax, it makes morality absurdly demanding.” 
 

“Was it absurd to demand that you write a paper rather than going to the movies last night?” 
 

“No, it wasn’t absurd, but it is absurd to demand that I turn in a paper now. How can you advise 
me to do what you know I can’t do?” 
 

“I’m not advising you to turn in a paper by 9am; I’m simply remarking that you have an obliga-
tion to do so.” 
 

“But what’s the point of morality if it’s useless for advice?” 
 

“Morality is not useless for advice: yesterday it would have given you very useful advice indeed. 
As for now, I’m afraid there is nothing you can do: there is no advice to give you. So the fact that 
you get no advice now from a morality which denies that ‘ought’ implies ‘can’ does not show 
such a morality to be defective.” 
                                                           
* I am grateful to Alex Blum, David Brink, Travis Butler, David Copp, Stephen Darwall, Kevin de Laplante, Heimir 
Geirsson, Alan Hájek, Ishtiyaque Haji, Margaret Holmgren, Jonathan Ichikawa, Joseph Kupfer, David Makinson, 
A. P. Martinich, Miltos Mihalopoulos, William Robinson, Paul Saka, Walter Sinnott-Armstrong, Tony Smith, Mark 
Strasser, Mark Wunderlich, Michael Zimmerman, an anonymous reviewer, and especially Norman Dahl and Aviv 
Hoffmann for helpful comments or questions. My work on this paper was supported by a summer salary grant and a 
paid research leave, both from Iowa State University. 
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“But surely, Professor, there is something I can do: I can turn in a paper tomorrow. My morality 
is not excessively lax: I recognize a compensatory obligation to accept a penalty for late submis-
sion.” 
 

“Talk of compensatory obligations may be appropriate when you have to pay a penalty for late 
repayment of a loan, but is out of place here: you don’t have to compensate me for anything. It 
won’t do to turn in a paper tomorrow because I have to submit the course grades today by 10am 
and I emphasized I would give no incompletes. It’s now 9am. I’m sorry, but you just failed the 
course.” 
 

****** 

The professor’s apparent success in the above exchange illustrates a major obstacle faced by 
proponents of the ought-implies-can principle: opponents of the principle have proposed appar-
ently compelling counterexamples to it. Although proponents of the principle have not remained 
idle either, to my knowledge no systematic and comprehensive defense of the principle against 
its opponents has been so far undertaken (though cf. Zimmerman 1996: chap. 3 and Haji 2002: 
chap. 4). In this paper I undertake such a defense of a specific version of the principle. 
 

In §2 I formulate “OIC”, the version of the principle that I defend. In §3 I propose an argument 
for OIC. In §4 and §5 I address objections and putative counterexamples to OIC. I conclude in 
§6. 
 

2. Formulating OIC 
 

Different versions of the ought-implies-can principle correspond to different ways of using the 
terms ‘ought’, ‘can’, and ‘implies’. So to formulate precisely OIC, namely the version of the 
principle that I defend, I need to explain how I use these terms. 
 

(1) I understand the claim that an agent ought to do something as the claim that the agent has an 
objective, pro tanto obligation to do the thing. The obligation is objective in the sense of corre-
sponding to what is in fact the case about the agent’s situation, not necessarily—as a subjective 
obligation does—to what the agent is epistemically justified in believing to be the case. The ob-
ligation is pro tanto (i.e., prima facie) in the sense of corresponding to some reason or combina-
tion of reasons for action that apply to the agent in her situation, not necessarily—as an all-
things-considered obligation does—to the combination of all such reasons. Finally, the obliga-
tion may be nonmoral (e.g., prudential), although the literature has focused on moral obligations. 
 

(2) I understand the claim that an agent can do something as the claim that the agent has both the 
ability and the opportunity to do the thing. The agent has the ability to do the thing in the sense 
of having the requisite skills, physical capacities, and knowledge—even if psychologically she is 
“unable” to do it (e.g., she “cannot” get herself to stick her arm into a cesspool to retrieve her 
wallet; cf. Stocker 1971: 311), and even if it would be unreasonable to expect her to do it (e.g., 
because she would die by doing it). (The agent’s skills etc. need not guarantee success or even 
make it likely: she may have the ability to beat an opponent at chess even if the opponent usually 
beats her.) The agent has the opportunity to do the thing in the sense of being in a situation 
which allows her to exercise her ability; e.g., she is scheduled to play chess with someone and 
thus has the opportunity to beat him (she cannot beat someone who refuses to play with her, even 
if she has the ability to beat him). The claim that an agent can do something does not presuppose 
that the agent knows she can do the thing: maybe a given opponent is weaker than she thinks, 
and she can beat him although she thinks she cannot. On the other hand, the claim does presup-
pose that the agent knows how to do the thing: if she does not know how to play chess then she 
cannot play, although she is physically capable of moving the pieces in ways accidentally com-
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patible with the rules of chess (cf., e.g., Howard-Snyder 1997). These stipulations concerning 
my use of ‘can’ are aimed at formulating a defensible—even if untraditional—version of the 
ought-implies-can principle; I am not denying that other legitimate uses of ‘can’ exist (similarly 
for ‘ought’ and ‘implies’). 
 

(3) I understand the claim that one proposition implies another as the claim that, by virtue of con-
ceptual necessity, the latter proposition is true if the former is. (I use ‘proposition’ and ‘claim’ 
interchangeably.) So I understand implication as conceptual entailment, such as the entailment 
from—the proposition expressed by—“Smith is my uncle” to “Smith is male”. Conceptual 
entailment need not be transparent: it may take some thought to realize that “A is sufficient for a 
condition which is necessary for B” implies “B is sufficient for a condition which is necessary 
for A”. Conceptual entailment need not be inconsequential either: if “Jones is a good person” 
implies “Jones is worthy of esteem” then I may have to adjust my attitude towards Jones. So a 
version of the ought-implies-can principle formulated in terms of conceptual entailment need not 
be indisputable or insignificant if it is true.1 
 

Obligations, abilities, and opportunities are indexed to times. In the morning you do not have an 
obligation to proctor an evening exam but in the afternoon you do: at noon you promise to proc-
tor the exam. In the morning you can keep your evening appointment but in the afternoon you 
cannot: at noon you miss your flight (cf., e.g., Stocker 1971: 311 n. 12). I formulate OIC as a 
synchronic principle, relating obligations with abilities and opportunities at the same time: 
 

(OIC) By virtue of conceptual necessity, if an agent at a given time has an objective, pro tanto 
obligation to do something, then the agent at that time has both the ability and the oppor-
tunity to do the thing. 

 

For example, in conjunction with OIC, the claim that in the morning you have an obligation to 
keep your evening appointment implies that in the morning you can keep your evening appoint-
ment. In this example the time of the appointment (the evening) differs from the time to which 
the obligation, the ability, and the opportunity are indexed (the morning); so OIC is in a sense 
diachronic. But in another sense OIC is (as I said) synchronic and thus not diachronic: it never 
relates an obligation at a given time with an ability and an opportunity at an earlier or later time. 
For example, as far as OIC is concerned, the claim that in the morning you have an obligation to 
keep your evening appointment is conceptually compatible with the claim that in the afternoon 
you cannot keep the appointment (at noon you miss your flight).2 (Of course, in conjunction 
                                                           
1 The literature discusses not only versions of the ought-implies-can principle formulated in terms of (1) entail-
ment—logical, conceptual, or metaphysical—(cf., e.g., Forrester 1989: chap. 2; Gensler 1996: 49; Haji 2002: 13; 
Jacobs 1985; Manning 1981: 118-9; Pigden 1990: 14-5; Sapontzis 1991; Sinnott-Armstrong 1984: 251-4, 1988a: 
116-20; Statman 1995: 37-8; Zimmerman 1996: chap. 3), but also versions formulated in terms of (2) presupposi-
tion (cf. Atkinson 1958: 58-9; Collingridge 1977: 350-1; Cooper 1966: 46; Hampshire 1951: 163-4; Hare 1963: 53-
4; Henderson 1966: 102-3; Ladd 1958: 816-7; Lemmon 1965: 49; Routley & Plumwood 1989: 677; Shaw 1965: 
197; Sinnott-Armstrong 1984: 254-5, 1988a: 120-1; Statman 1995: 37-8, 40; von Wright 1963: 109; White 1975: 
151-2) or (3) conversational implicature (cf. Forrester 1989: 32-4; Pigden 1990: 16-21; Sinnott-Armstrong 1984: 
255-9, 1988a: 121-6; Statman 1995: 44-5), as well as (4) moral versions, including both first-order or substantive 
ones (cf. Collingridge 1977: 351; Forrester 1989: 31-2; Frankena 1969/1976: 146; Kekes 1984: 462, 1997: 52; 
Kielkopf 1967: 289; Manning 1981: 118-9; Pigden 1990: 14; Sinnott-Armstrong 1988a: 120-1; Statman 1995: 40-4; 
White 1956/1959: 80-1, 1979: 211, 217-8, 1981: 70) and second-order or metatheoretical ones (cf. Albert 
1968/1985: 98; Brown 1977: 220-2; Moritz 1953, 1968; see also Marcus 1980: 134-5). Cf. also Frankena 1958: 60; 
Gensler 1996: 52; Saka 2000: 93-4, 100; Stocker 1971: 310. 
2 So OIC should be distinguished from the claim that ‘ought’ implies ‘(can or) could have’ (cf. Baltzly 2000: 251; 
Gilbert 1972: 143; Gowans 1994: 80; Haji 1998b: 374 n. 12, 2002: 50-1; Kading 1954: 13; Kekes 1984: 460; 
Richman 1983: 87; Sinnott-Armstrong 1984: 253 n. 9, 1988a: 117-8; Stocker 1971: 311, 316). OIC should also be 
distinguished from the claim that ‘ought’ implies ‘can refrain’. 
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with OIC, the latter claim implies that in the afternoon you have no obligation to keep the ap-
pointment.) 
 

I hope it is now clear how I understand OIC.3 Next I adduce my argument for OIC.4 
 

3. An argument for OIC 
 

My argument for OIC has three premises: 
 

 (P1) Obligations “correspond” to reasons for action: If an agent has an obligation to φ, 
then the agent has a reason to φ. 

 (P2) Reasons for action “correspond” to potential actions: If an agent has a reason to φ, 
then φ-ing is a potential action of the agent. 

 (P3) Potential actions “correspond” to ability plus opportunity: If φ-ing is a potential 
action of an agent, then the agent can φ. 

Thus: (OIC) Obligations “correspond” to ability plus opportunity: If an agent (S at a given time 
t) has an (objective, pro tanto) obligation to φ, then the agent (at that time) can (i.e., 
has both the ability and the opportunity to) φ. 

 

The parenthetical qualifications in the conclusion are implicit in the relevant premises. All prem-
ises, like the conclusion, are understood as universally quantified over φ, S, and t, and then pre-
fixed with “by virtue of conceptual necessity”. Note that φ ranges over propositions, and that P1 
and OIC are only about obligations to do something: ‘to φ’ is shorthand for ‘to make φ true’, and 
‘φ-ing’ is shorthand for ‘making φ true’. Moreover, φ ranges over all propositions, not just over 
propositions such that φ-ing is a potential action (of some agent): although it is indeed a conse-
quence of P1&P2 that an agent has an obligation to φ only if φ-ing is a potential action of the 
agent, I do not want to formulate OIC only with respect to potential actions before I argue that 
this consequence is true. (I am talking about potential rather than actual actions because the 

                                                           
3 The ought-implies-can principle has been traced back to Pelagius and Augustine (Kirwan 1998: 284; Matthews 
1998: 555-6; cf. Blum 2000: 287 n. 2; Mann 1991: 638-9; Pigden 1990: 9), and is akin to the Roman legal maxim 
“impossibilium nulla obligatio est” (cf. Wollschläger 1970: chap. 1), but is usually associated with Kant (cf. Cri-
tique of pure reason AK 3: 371, 3: 524; Groundwork of The metaphysics of morals 4: 399; Critique of practical 
reason 5: 30; Religion within the boundaries of mere reason 6: 47, 6: 50, 6: 62; The metaphysics of morals 6: 380, 
6: 401, 6: 449; “On the common saying...” 8: 287), although disagreement exists on how Kant understood the prin-
ciple. 
4 I think that the arguments in support of the ought-implies-can principle which have been discussed in the litera-
ture fail to establish OIC, but let me sketch what I take to be the three major such arguments. (1) Because obliga-
tions are action-guiding, it makes sense to advise or exhort people to fulfill their obligations; but it makes no sense 
(or it is pointless) to advise or exhort people to do what they cannot do (cf. Brown 1977: 218-9; Copp 2003: 272-5; 
Driver 1983: 221; Hampshire 1951: 162-3; Hansson 1999: 435; Hare 1951: 201-2, 1963: 54-6; Henderson 1966: 
101; Ladd 1958: 816-7; Lemmon 1965: 50; Maclagan 1951: 181-3; Margolis 1967: 34-7, 40; McConnell 1975: 67; 
Montefiore 1958: 27; Moritz 1953: 162-6, 1968: 103-4; Pigden 1990: 10-1; Rescher 1987: 40 n. 14; Saka 2000: 
100-1; Sapontzis 1991: 388-9; Schlossberger 1989: 74; Sinnott-Armstrong 1984: 251, 257, 1988a: 115, 123; Smith 
1961: 375; Stern 2004: 48-50; Stocker 1971: 312; Tännsjö 1976: 115; Taylor 1967: 89; White 1975: 151-2; see also 
Gowans 1994: 77). (2) It makes sense to blame or punish people for failing to fulfill their obligations, but it makes 
no sense (or it is unfair) to blame or punish people for failing to do what they cannot do (cf. Brown 1977: 209-11, 
216; Carey 1985: 212; Copp 2003: 271-2; Fischer 1999: 124-5, 2000: 363, 2003: 248-9; Hintikka 1969: 197, 1971: 
84; Jacobs 1985: 46-7, 50; Lemmon 1965: 50; McConnell 1975: 65-7; McDonald 1987: 111; Montefiore 1958; 
Moritz 1968: 103; Richman 1983: 91; Sinnott-Armstrong 1984: 250-1, 258, 1988a: 114, 124; Statman 1995: 43-4; 
Stern 2004: 46-8; Stocker 1971: 314-5; von Wright 1963: 114-5; White 1975: 152). (3) When we learn that an 
agent cannot φ, we withdraw the claim that the agent ought to φ, or we ask what the agent ought to do instead (cf. 
Frankena 1950/1963: 148; Kading 1954: 11-2; Pereboom 2001: 147; Ross 1939: 109; Sinnott-Armstrong 1984: 
250, 1988a: 113; Smith 1961: 367; White 1975: 152-3). 



 5

claim that an agent has a reason—or an obligation—to do something does not imply that the 
agent actually does the thing. I understand actions as including long-term courses of action.) 
 

The above argument is clearly deductively valid. P1 holds because obligations of any kind are 
conceptually linked to reasons of the given kind: moral obligations to moral reasons, prudential 
obligations to prudential reasons, and so on.5 (This is not to say that every obligation is linked to 
a conclusive reason; P1 rather says that every obligation is linked to some reason.) P2 holds be-
cause reasons of any kind are conceptually linked to objects of the given kind: reasons for belief 
to potential beliefs, reasons for action to potential actions, and so on. Finally, P3 holds by defini-
tion: I understand an agent’s potential actions (in contrast to her conceptually possible ones) as 
determined by what the agent can do (in contrast to what it is conceivable for her to do). For ex-
ample, if I cannot lift a truck (with my bare hands), then lifting the truck is not a potential action 
of mine—even though it is a possible action of mine if it is conceivable that I lift the truck. 
 

It is sometimes argued that, because “I ought, but I can’t” does not seem conceptually incoherent, 
‘ought’ does not conceptually entail ‘can’ (cf., e.g., Kekes 1984: 460; Richman 1983: 77-8). As I 
explained in §2(3), however, conceptual entailment need not be transparent. What initially seems 
conceptually coherent may on closer inspection be recognized as incoherent. I submit that the 
above argument for OIC makes evident the arguably opaque conceptual link between ‘ought’ 
and ‘can’ by breaking it down into three transparent links. By saying that the links in the three 
premises are transparent, I am not suggesting that all premises are uncontroversial: P2 might 
arouse controversy, maybe even more controversy than OIC itself. To my ears P2 has an almost 
tautological ring: how could reasons for action—as opposed to, e.g., reasons for belief—fail to be 
conceptually linked to potential actions? I admit, however, that P2 (like OIC) is open to attack 
by putative counterexamples, so I turn next to addressing objections.6 
 

4. Counterexample-based objections to OIC 
 

In this section I address three objections to OIC (a version of the third objection applies against 
P2) which are based on putative counterexamples to OIC. In the next section I address three 
more abstract objections to OIC. 
 

                                                           
5 One might argue that P1 fails for obligations of etiquette because no reasons of etiquette exist. I reply that, if no 
reasons of etiquette exist, then no obligations of etiquette exist either. This is not to deny that certain actions are still 
obligatory according to given systems of etiquette; as an analogy, an amoralist who asserts that no moral obligations 
exist need not deny that certain actions are obligatory according to given moral systems. In any case, I could restrict 
P1 and OIC to those kinds of obligations for which reasons of the corresponding kind exist. 
6 A preliminary objection is that OIC fails for legal obligations due to the existence of strict liability laws (cf. Hart 
1962/1968: 176-7, 1994: 178-9). For example, I am liable for statutory rape even if I could not have known that the 
person I had sex with was a minor (cf. Cohen 1982: 218; Fletcher 1978: 727-8), and I am liable for exceeding the 
speed limit even if my cruise control got stuck in the “accelerate” position and I could not deactivate it (cf. Alexan-
der 1990: 90). I have two replies. First, maybe the claim that I am liable for doing something does not imply that I 
had a legal obligation to avoid doing the thing. Indeed, “[in] the paradigm case of strict liability [one] is liable ... 
even though he didn’t do anything he shouldn’t have done and he didn’t neglect to do anything he should have 
done” (Cohen 1982: 216); i.e., even though he did not violate any obligation. (One might argue that in the above 
quotation ‘should’ and ‘shouldn’t’ are understood morally, but my point is that they can also be understood legally. 
In other words, an analogue of T1 in §5.3 may fail for legal obligations.) Second, “in a significant sense one does 
have control over that for which he is held strictly liable” (Cohen 1982: 225; cf. Wasserstrom 1960: 742-3). For 
example, I could have avoided having sex with the person who turned out to be a minor, and I could have avoided 
activating the cruise control. One might respond that after the cruise control got stuck I still had a legal obligation—
which I could then not satisfy—to avoid exceeding the speed limit. I reply that in a relevant case the court found the 
defendant liable for activating the cruise control (something he could have avoided), not for failing to deactivate it 
after it got stuck (Alexander 1990: 90). 
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4.1. Objection I: Obligatory feelings 
 

It is frequently claimed that in some cases an agent cannot make herself feel a certain way—e.g., 
grateful—right away (because how she feels is not under her instantaneous voluntary control) 
although it is natural to say that the agent ought to feel that way. For the sake of argument let me 
grant that such cases exist. Still, since OIC is only about obligations to do something, we have 
here a counterexample to OIC only if in some such case the agent has an obligation to do some-
thing that corresponds exactly to the inability, namely an obligation to make herself feel a certain 
way right away. This observation opens the door to two common replies to the current objection: 
saying that an agent “ought to feel” a certain way might (1) ascribe to the agent an obligation 
which is not an obligation to make herself feel a certain way right away, or (2) fail to ascribe an 
obligation (to do something) at all. 
 

(1) To see how the first reply works, suppose I tell you: “I know you hate her, but you ought to 
feel grateful to her: she saved your daughter’s life”. Rather than interpreting my utterance as as-
cribing to you an obligation to instantaneously replace your hatred with gratitude, it is more 
plausible to interpret it as ascribing an obligation to behave congruently with feeling grateful 
(e.g., to voice thanks) and to do whatever you can so as to gradually replace your hatred with 
gratitude. It is in general within people’s power to instantaneously control their behavior and to 
cultivate feelings over time. But what if you are unable to ever experience gratitude (e.g., due to 
an irreversible biochemical imbalance)? Then it is plausible to say that you have no obligation to 
cultivate gratitude, so we have no counterexample to OIC. 
 

(2) In response one might argue that the above reply is not the whole story: “If someone to 
whom our judgment was directed should inquire, ‘Do you mean that right now I should be hav-
ing a feeling of [gratitude]?’ I think we might plausibly answer that this is at least part of what 
we mean” (Kading 1954: 13; cf. Frankena 1950/1963: 151). This brings us to the second reply: if, 
when I utter “you ought to feel grateful to her”, I mean that you ought to be experiencing grati-
tude right now, then it is plausible to say that I am not ascribing to you any obligation to do 
something. I may instead be blaming you for not having cultivated in the past a disposition to 
feel gratitude whenever appropriate. Or I may be stating that it would be fitting or good if you 
were to feel gratitude right now. The general point is that sometimes ‘ought’ is not used to as-
cribe obligations: “everyone ought to be happy” is a standard example.7 
 

To sum up: the current objection to OIC relies on the inference from the premise that (i) cases 
exist in which it is natural to say that an agent ought to feel a certain way (although she cannot 
make herself feel that way right away) to the conclusion that (ii) cases exist in which an agent 
has an obligation to make herself feel a certain way right away (although she cannot). The above 
two replies undercut this inference by suggesting that typical cases of the former kind are not 
cases of the latter kind. Admittedly this does not establish that no cases of the latter kind exist, 
                                                           
7 Versions of the current objection to OIC can be formulated in terms of (i) feelings that one ought not to have (e.g., 
Schadenfreude) and (ii) character traits that one ought to have (e.g., bravery). For endorsements of (versions of) the 
objection see: Mann 1991: 638; Margolis 1967: 33-4; White 1975: 148. On the first reply see: Brink 1994: 232; 
Ewing 1947: 165-6; Frankena 1950/1963: 151; Henderson 1966: 109-10; Rees 1953: 24-5, 29. On the second reply 
see: Brink 1994: 232; Ewing 1947: 165; Gowans 1994: 78-9; Robinson 1971: 196. (Cf. also Copp 1997: 446, 2003: 
276-7; Kading 1954: 13; Ladd 1958: 818; Margolis 1971: 486-7.) A version of the second reply has it that ‘ought’ 
in a narrower sense does but in a wider sense does not imply ‘can’ (cf. Broad 1930/1951: 161; Frankena 
1950/1963: 150; Moore 1922: 317-9; Ross 1939: 45-6; Sidgwick 1907/1981: 33; Zimmerman 1996: 91). Such a 
move, however, might seem question-begging: “it offers no reason, other than its alleged ability to explain failing to 
feel what one ought, for supposing that there is a second sense of ‘ought’” (White 1975: 150; cf. Sinnott-Armstrong 
1984: 254, 1988a: 119). It seems better to appeal to an independently motivated distinction between prescriptive 
and evaluative ‘oughts’ or between uses of ‘ought’ that do and that do not ascribe obligations to do something. 
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but it does defuse the objection by shifting the burden of proof to those who would insist that 
such cases exist. Unless this burden is shouldered, we have no counterexample to OIC. 
 

4.2. Objection II: Becoming unable to fulfill an obligation 
 

It is frequently claimed that in some cases an agent who is initially able to fulfill an obligation 
remains bound by the obligation even after she becomes unable to fulfill it. Consider the follow-
ing variants of three widely discussed examples. (1) A student idles her time away and becomes 
thus unable to turn in a paper by a given deadline (see §1 for details). (2) A man boards a plane 
to Seattle at 8:30am and becomes thus unable to keep his promise to marry a woman in Boston at 
9am. (3) A debtor is robbed at 8:50am and becomes thus unable to repay a loan to a bank by the 
deadline of 9am. (The first two examples are supposed to involve culpable inability, and the 
third nonculpable inability.) In all three examples the obligation arguably persists even after the 
inability sets in: at 8:57am the student still has an obligation to turn in a paper by 9am, the man 
still has an obligation to marry the woman in Boston at 9am, and the debtor still has an obliga-
tion to repay the loan to the bank by 9am—or so the second objection to OIC goes.8 
 

There is, however, an alternative position on the above (and similar) examples. Rather than say-
ing that the obligation persists after the inability sets in (a position incompatible with OIC), one 
might say that the obligation expires once the inability sets in, and is typically succeeded by one 
or more new obligations. The debtor, for example, acquires an obligation to repay the loan as 
soon as she can after the deadline (assuming the bank allows this), and maybe also an obligation 
to pay a penalty or interest. The man acquires at least an obligation to apologize to the woman he 
was supposed to marry. The specifics of the new obligations vary from case to case, but in every 
case the new obligations are feasible, so on this alternative position we have no counterexample 
to OIC. Is this just a question-begging attempt to salvage OIC, or can a preference for this alter-
native position be justified?9 
 

To begin answering the above question, note that opponents and proponents of OIC should agree 
on this much: the original obligation (a) sooner or later expires and (b) is typically succeeded by 
one or more new obligations. Concerning (b), note for example that sooner or later the man ac-
quires an obligation to apologize to the woman. Concerning (a), note for example that at 9:01am 
the student no longer has an obligation to turn in a paper by 9am—no matter what other obliga-
tions the student may have at 9:01am.10 So the bone of contention is not whether the original 

                                                           
8 (1) On variants of the student example see: Audi 1974: 232-3; Goldman 1970: 208; Henderson 1966: 105-8; Re-
scher 1987: 40-1. (2) On variants of the wedding example see: Altham 1988: 281-3; Baltzly 2000: 251-2; Jackson 
1988: 259-60, 267-8; Marcus 1996: 31; McConnell 1989: 438-9; Morris 1985: 40-1; Sinnott-Armstrong 1984: 252-
4, 1988a: 116-20; Stocker 1971: 314-5; Young 1975: 13-4. (3) On variants of the debtor example see: Brink 1994: 
230-1; Brouwer 1969: 47; Copp 2003: 279-80; Haines 1972; Herman 1990: 315; Kading 1954: 14-5; Kielkopf 
1967: 286-8; Margolis 1967: 34-6; Qizilbash 1995: 148; Richman 1983: 85-7; Robinson 1971: 197; Stocker 1987: 
108; Suttle 1988: 124-5; Timmermann 2003: 114-6; Zimmerman 1987: 199, 1996: 95. 
9 For endorsements of (variants of) this alternative position see: Altham 1988: 281; Brink 1994: 231; Goldman 
1976: 450; Gowans 1994: 79-80; Greenspan 1975: 264; Haji 1998b: 356, 2002: 48; Manor 1971: 112; Thomason 
1981: 180; van Eck 1982: 267; Zimmerman 1987: 199, 1996: 97-8. For rejections see: Henderson 1966: 106; Sin-
nott-Armstrong 1984: 252-3, 1988a: 117. 
10 My point is not that it is unnatural to say to the student at 9:01am “You ought to turn in a paper by 9am”. To this 
point one could reply that it is natural to say instead to the student at 9:01am “You ought to have turned in a paper 
by 9am”. But the latter sentence I take to express the true claim that at some time before 9am the student had an 
obligation to turn in a paper by 9am (cf. Prior 1971: 69); my point is that now, at 9:01am, the student no longer has 
this obligation, so the obligation has expired. (Admittedly it sounds unusual to say that an obligation has “expired”, 
but it seems inevitable to say something like this for an obligation that one had but no longer has.) Some people 
may balk at saying that unfulfilled obligations expire. But the view that unfulfilled obligations never expire seems 
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obligation sooner or later expires (surely it does), but is rather when it expires: does it expire at 
9am, after the inability sets in (as some opponents of OIC would have it), or before 9am, once 
the inability sets in (as proponents of OIC would have it)? I will adduce two considerations in 
support of the claim that the obligation expires before 9am. 
 

(1) Suppose you have borrowed a rare book from a friend. You have promised to return it today 
by 9am, but you cannot: you lost it while visiting a distant country yesterday. It is now 8:30am, 
and you are suddenly given the opportunity to buy, at a price you can easily afford, the only 
other copy of the book in existence. If you do not buy it right now, someone else will promptly 
buy it who will never resell it. Your friend would be disconsolate if she did not get a copy of the 
book by 9am, but would not significantly mind getting the second rather than the first (i.e., her 
own) copy. It seems then clear that at 8:30am you have an obligation to buy the second copy of 
the book and to give it to your friend by 9am. So if at 8:30am you also had the original obliga-
tion, to give the first copy of the book to your friend by 9am, then at 8:30am you would have 
both the obligation to give the first and the obligation to give the second copy of the book to 
your friend by 9am—and evidently you do not have both obligations. It follows that at 8:30am 
your original obligation has already expired.11 
 

(2) I take the above example to show that there is at least one kind of case in which the position 
that the original obligation expires at 9am is clearly mistaken. But there is also a second reason 
for being suspicious of this position. Why claim that at 8:59am the student still has, but at 
9:01am she no longer has, an obligation to turn in a paper by 9am? Because, an opponent of OIC 
might answer, at 8:59am it is still possible, but at 9:01am it is no longer possible, to turn in a pa-
per by 9am. Now I grant that there are (logically or even physically) possible scenarios in which 
at 8:59am the student starts typing at superhuman speed so that she turns in a paper by 9am. But 
is the existence of such possible scenarios relevant to the student’s obligations? Does the differ-
ence between the presence (at 8:59am) and the absence (at 9:01am) of such exotic possibilities 
make the difference between the presence and the absence of the obligation to turn in a paper by 
9am? It is implausible to claim that the demarcation line between the presence and the absence 
of the obligation is drawn in terms of what is possible or not (rather than in terms of what is fea-
sible or not, what the student can or cannot do).12 Similar remarks apply to the wedding exam-
ple. 
                                                                                                                                                                                           
untenable: it has the unpalatable consequence that I still have the obligation to keep my 8:55am appointment on 
January 10, 1984, an obligation I violated more than twenty years ago (I was five minutes late). 
11 (To my knowledge no similar example exists in the literature, but for remote variants see: Martinich 1985: 120-1; 
Ross 1939: 109; Smith 1961: 370-1; Thomason 1981: 180; White 1975: 149.) Opponents of OIC might respond that 
at 8:30am you have a conditional obligation to give the second copy of the book to your friend by 9am given that 
you do not find the lost first copy by 9am: you have no obligation to give the second copy given that you do find the 
first copy. I reply that for the sake of argument I can agree: the above claims do not contradict my claim that at 
8:30am you have an unconditional obligation to give the second copy of the book to your friend by 9am. See also 
note 13. 
12 One might argue that the demarcation line is drawn in terms of what is or is not reasonable to expect from the 
agent, not in terms of what the agent can or cannot do: if at 8:50am a truck crushes your legs, then you no longer 
have an obligation to keep your 9am appointment, even if strictly speaking you can keep it because, “being huskily 
built”, you can drag yourself by your elbows (Smith 1961: 367). I see here, however, no threat to OIC: if your obli-
gation expires in such a case, then a fortiori it expires in a case in which you cannot keep your appointment. One 
might claim that OIC, being only about cases of (strict) inability, is so weak a version of the ought-implies-can prin-
ciple as to be inconsequential (cf. Smith 1961: 371). I reply that cases of (strict) inability are commonplace (witness 
the student and wedding examples), and OIC does have consequences about such cases. One might respond that, “if 
one can defend a stronger version of the principle, the stronger version is preferable” (Dahl 1974: 493). But I don’t 
think a stronger version is defensible. Suppose we modify the above example so that your children’s lives hang on 
your keeping the appointment. Then it seems that you are all-things-considered obligated to drag yourself by your 
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To sum up: the current objection to OIC relies on the position that the original obligation expires 
after the inability sets in, and this position relies in turn on drawing the demarcation line between 
the presence and the absence of the obligation in terms of what is possible or not. The above two 
considerations suggest that this way of drawing the demarcation line is mistaken in (at least) two 
kinds of cases: (1) cases in which a certain kind of compensatory obligation arises before impos-
sibility sets in, as in the rare book example, and (2) cases in which all available possibilities are 
exotic, as in the student and wedding examples. Admittedly this does not establish that no cases 
exist in which the obligation persists after the inability sets in,13 but it does shift the burden of 
proof to those who would insist that such cases exist. This is not the end of the matter, however: 
next I address four responses that opponents of OIC might make. 
 

Response 1: It is natural to say “you ought” even after the inability sets in. 
 

In the wedding example, suppose the man calls the woman at 8:57am and tells her he is on a 
plane to Seattle. It is natural for the woman to say: “But you ought to be here by 9!” Opponents 
of OIC might infer that at 8:57am the man still has an obligation to be in Boston by 9am (cf. 
Henderson 1966: 106; Rescher 1987: 40; Sinnott-Armstrong 1984: 252-3, 1988a: 117). Such an 
inference would be shaky, however. For two reasons. (1) It is natural for the woman to say “But 
you ought to be here!” even if the man calls her at 9:01am—although, as we saw, at 9:01am the 
man clearly no longer has an obligation to be in Boston by 9am. (2) When the man calls at 
8:57am, it is implausible to interpret the woman’s utterance (“But you ought to be here by 9!”) 
as ascribing to the man an obligation to be in Boston by 9am. (It is more plausible to interpret the 
utterance as blaming the man or as stating what would be fitting or good: see again §4.1(2). Cf. 
Altham 1988: 282; Haines 1972.) Indeed, suppose the man is remorseful and replies: “I know I 
ought to be there by 9, but tell me: what should I do?” The woman might say something like 
“Come back as soon as you can”; it would be weird for her to say “Come back by 9”, since she 
realizes there is no way the man can do so. Of course it is possible for a determined opponent of 
OIC to say “Come back by 9” (witness the professor in §1), but my point is that it is not natural 
to say so—and this point suffices to defuse the current response, which relies on a premise about 
what it is natural to say.14 

                                                                                                                                                                                           
elbows. This suggests that in the unmodified example your (pro tanto) obligation to keep the appointment does not 
expire at 8:50am: being relatively weak, it is instead overriden by your new, stronger obligation to get transporta-
tion to the hospital (cf. Ross 1939: 109). 
13 E.g., one might argue that in the debtor example some available possibilities are not exotic and are thus relevant 
to the debtor’s obligations: at 8:50am it is possible that at 8:55am a passing friend stops and gives to the debtor a 
large amount of money, enabling her thus to repay the loan to the bank by 9am (cf. McConnell 1989: 439; Sinnott-
Armstrong 1984: 253-4, 1988a: 119; Zimmerman 1996: 110). Let me grant that if this happens then at 8:55am the 
debtor has an obligation to repay the loan to the bank by 9am: after all, at 8:55am she can do so. (The claim that at 
8:55am she can do so is compatible with the claim that between 8:50am and 8:55am she cannot do so: between 
those times it is possible that a friend of the debtor shows up at 8:55am, but we may assume it is not in the debtor’s 
power to actualize such a possibility.) It does not follow, however, that the debtor’s original obligation persists be-
tween 8:50am and 8:55am: arguably it expires at 8:50am but is restored at 8:55am. (It is possible for expired obliga-
tions to be restored: one’s obligations expire when one goes into a persistent vegetative state, but some of these ob-
ligations may be restored in case one recovers.) 
14 Stocker (1971: 311-3; cf. Jacobs 1985: 51-2) considers an example in which the chair of a meeting has an obliga-
tion to maintain order but cannot do so because the microphone fails. It is natural for the chair to say then “The fail-
ure of the microphone is preventing me from fulfilling my obligation”, and this suggests that the obligation does not 
expire when the microphone fails. Proponents of OIC, however, can reply that strictly speaking the chair should 
say: “The failure of the microphone is preventing me from maintaining order, which I would be otherwise obligated 
to do”. Stocker might respond that it is natural for the chair to agree if told “It is your duty to maintain order” (1971: 
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Response 2: OIC cannot properly account for ascriptions of blameworthiness. 
 

In the wedding example, it is natural to say that the man is blameworthy for failing to show up in 
Boston by 9am. Why is it natural to say so? Opponents of OIC have a ready answer: because the 
man at 9am inexcusably and knowingly violates an obligation to show up. This answer is un-
available to proponents of OIC if they are committed to the claim that at 9am the man no longer 
has an obligation to show up. Proponents of OIC might claim instead that strictly speaking the 
man is blameworthy for boarding the plane to Seattle at 8:30am, not for failing to show up in 
Boston by 9am (cf. Brink 1994: 231; Lamb 1993: 526). But even if this claim is correct, it does 
not address the current response because it provides no answer to the question we started with: 
why is it natural to say that the man is blameworthy for failing to show up? I propose the follow-
ing answer: because the man’s failure to show up is a bad consequence of his blameworthy ac-
tion of boarding the plane, and it is natural to hold people blameworthy for the bad consequences 
of their blameworthy actions.15 Opponents of OIC might respond that my answer gets things 
backwards: the man is blameworthy for boarding the plane because he is blameworthy for failing 
to show up, not the other way round (Jackson 1988: 260; cf. Rescher 1987: 40; Stocker 1971: 
315). I reply that this explanation of the man’s blameworthiness for boarding the plane is flawed: 
even if right after he boards the plane the woman calls him and cancels the wedding, so that he is 
not blameworthy for failing to show up, he is still blameworthy for boarding the plane. I favor a 
different explanation: the man is blameworthy for boarding the plane at 8:30am (regardless of 
whether the woman later on cancels the wedding) because by boarding the plane he inexcusably 
violates an obligation he knows he still has at 8:30am, namely the obligation to avoid doing any-
thing that would make him fail to show up (and this obligation he still has at 8:30am because at 
8:30am he still has the obligation to show up in Boston by 9am). (Cf. Altham 1988: 282; Mar-
tinich 1987: 329.) 
 

Opponents of OIC might argue that the man is overall more blameworthy if the woman shows up 
for the wedding than if she calls him and cancels the wedding right after he boards the plane, and 
that the proper explanation of this difference in blameworthiness is that in cases of the former 
but not of the latter kind the man at 9am inexcusably and knowingly violates an obligation to 
show up (cf. Sinnott-Armstrong 1988b: 405). I reply that what I proposed above suggests a bet-
ter account: the man’s blameworthy action of boarding the plane has in general worse conse-
quences if the woman shows up (e.g., she is then humiliated) than if she cancels the wedding, so 
it is natural to say that the man is overall more blameworthy in cases of the former kind. In sup-
port of this account, consider cases such that the man’s action of boarding the plane has better 
consequences if the woman shows up than if she cancels the wedding; e.g., compare a case in 
which the woman shows up determined to kill herself if the man shows up, so that his action 
saves her life, with a case in which the woman cancels the wedding and then kills herself as a 
result of the man’s action. It is natural to say (given that “moral luck” does affect judgments of 
blameworthiness) that the man is overall more blameworthy in the latter case than in the former; 
this difference is readily explained in terms of a difference in the consequences of the man’s ac-
                                                                                                                                                                                           
312). But strictly speaking the chair should agree that she has an obligation to stand by and a conditional obligation 
to maintain order again if the microphone functions again before the end of the meeting. 
15 (Cf. Vihvelin 2000: 5. By saying that an action of an agent is blameworthy I mean that the agent is blameworthy 
for performing the action.) This also suggests an answer to the following question (cf. Richman 1983: 87): why is it 
natural to say that the man is blameworthy for failing to show up in Boston but not (e.g.) for failing to show up in 
New York if at 9am he has no obligation to show up in either place? The answer is that the man’s failure to show up 
in New York, unlike his failure to show up in Boston, is not in the relevant sense a consequence of his boarding the 
plane: the former failure, unlike the latter, would have occurred even if he had not boarded the plane. 
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tion, but cannot be explained in terms of a difference in violated obligations to show up (because 
such a difference, if it existed, would suggest that the man is overall more blameworthy in the 
former case).16 
 

Response 3: OIC cannot properly account for compensatory obligations. 
 

In the wedding example, it is natural to say that the man has an obligation to apologize (in a 
sense which presupposes admission of wrongdoing) to the woman for failing to show up in Bos-
ton by 9am. Why is it natural to say so if at 9am the man no longer has an obligation to show up? 
Because, I submit, it is natural to say that people have an obligation to apologize for the bad con-
sequences of their blameworthy actions. Opponents of OIC might respond that such an answer is 
unavailable when the agent performs no blameworthy action, for example in some cases of non-
culpable inability: if you miss an appointment because you have an accident through no fault of 
your own, you still have an obligation to apologize (cf. Trigg 1971: 46-7).17 I reply that I do not 
see why in such cases you have an obligation to apologize: admittedly it is natural for you to say 
“I am sorry you had to wait in vain; I was unconscious in the hospital”, but I take this to express 
regret rather than offering an apology (in a sense which presupposes admission of wrongdoing). 
Opponents of OIC might respond that, even if you have no obligation to apologize, you still have 
some obligations by virtue of missing your appointment; e.g., an obligation to explain what hap-
pened (cf. Marcus 1996: 31). Why do you have such compensatory obligations if you violated no 
obligation by missing your appointment? Sapontzis (1991: 384-6) and Brink (1994: 231) have 
already proposed an answer: because compensatory obligations can arise not only in the wake of 
an obligation that expires violated, but also in the wake of an obligation that expires unfulfilled 
(e.g., when inability sets in, or when a debtor obtains, before her loan is due, an extension of the 
loan by agreeing to pay also a penalty by the new deadline). 
 

Response 4: OIC allows people to get rid of unwanted obligations. 
 

According to Stocker, “it would be at best a bad joke for me to suggest that if I have squandered 
my money then I no longer ought to repay my debts” (1987: 108; cf. Brouwer 1969: 47; White 
1975: 149). Proponents of OIC, however, can agree: even if they must insist that at 8:57am the 
debtor (regardless of whether she squanders her money or is robbed) no longer has an obligation 
to repay the loan to the bank by 9am, they need not claim that the debtor no longer has an obliga-
tion to repay the loan at all. Opponents of OIC might respond that such a move is unavailable in 
the student example: the student does not have the option of turning in a paper late (see §1), so it 
is a consequence of OIC that at 8:57am the student no longer has an obligation to turn in a paper 
at all. OIC has thus the unpalatable consequence that people sometimes can get rid of unwanted 

                                                           
16 Opponents of OIC might also argue that OIC has the unpalatable consequence “that we cannot get ourselves into 
a position in which we will have to act wrongly or blameworthily” (Stocker 1971: 315). Contrary to what Stocker 
suggests, however, I do not see how the wedding example refutes this (alleged) consequence of OIC: after he boards 
the plane, the man does not have to perform any other blameworthy action. (It is true that he is blameworthy no mat-
ter what he will do, but he is blameworthy for something he has already done. See also the end of §5.1.) 
17 A different response is that you can offer your inability to keep the appointment as an excuse, and excuses pre-
suppose wrongdoing (i.e., violation of an obligation); cf. Austin 1957/1979: 176; Fletcher 1978: 759, 798; Sinnott-
Armstrong 1984: 250, 1988a: 113-4; White 1975: 152; Zimmerman 1996: 93-4. I reply that your inability to keep 
the appointment provides a justification (alternatively, following Copp 2003: 279, a defeater), not an excuse (con-
trast Hart 1994: 179), and thus does not presuppose wrongdoing. (McConnell rejects this by claiming in effect that 
one offers a justification for not doing something only if one says that one “did some alternative act that was mor-
ally more important” (1989: 438), but I see—and he provides—no reason to accept such a restrictive account of 
justifications.) On Response 3 see: Heintz 1975: 457; Kielkopf 1967: 287-8; Sinnott-Armstrong 1984: 253, 1988a: 
118-9; Suttle 1988: 126-7; White 1975: 147. 
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obligations—or so Response 4 concludes. This response, however, loses its sting once it is real-
ized that even opponents of OIC should accept that people sometimes can get rid of unwanted 
obligations: the student can kill the professor and thus get rid of her obligation to turn in a paper 
to the professor. The interesting question is whether OIC allows people to get rid of unwanted 
obligations without residue, whether it lets people off the hook. And proponents of OIC can ar-
gue that it does not: they can grant, for example, that the student is blameworthy (see my reply to 
Response 2) and deserves to fail the course. 
 

4.3. Objection III: Ability-independent obligations 
 

The characteristics in virtue of which something is what ought to be done are different from the characteris-
tics in virtue of which it is something which can be done. There is no reason why the two sets of characteris-
tics should [overlap]. (White 1975: 148.) 

 

With the claim made by the first sentence of the above quotation I agree; for example, whether 
you have an obligation to do something may depend in part on whether you have promised to do 
it, but whether you can do it may depend only on your physical capacities. The claim made by 
the second sentence, however, does not follow: my argument in §3 provides a reason why 
whether you have an obligation to do something always depends in part on whether you can do it. 
Opponents of OIC might ask: if so, then why don’t we formulate moral principles with an “if 
you can” clause? For example, why don’t we say that you have an obligation to keep the prom-
ises you have made if you can? (Cf. Frankena 1950/1963: 151-3; Margolis 1967: 38; Moore 
1922: 319; White 1975: 148, 149; Zimmerman 1996: 82.) I answer that such a clause may be 
implicit; as an analogy, usually we don’t say that you have an obligation to keep the promises 
you have made if you have not been released from them, but we may need to say something like 
this if we are to be precise. In response opponents of OIC might propose specific examples of 
(supposedly) ability-independent obligations. I will address two kinds of such examples. 
 

(1) Consider first examples of addictive behaviors that violate obligations. Kleptomaniacs cannot 
refrain from stealing; pathological sadists cannot refrain from hurting others; alcoholics and 
nicotine addicts cannot refrain from drinking and smoking respectively; yet all these people have 
(moral or prudential) obligations to refrain from the corresponding behaviors—or so the objec-
tion to OIC goes.18 In reply I contest the claim that these people cannot refrain from the corre-
sponding behaviors. As I explained in §2(2), even if an agent is psychologically “unable” to do 
something, she still has the ability to do it if she has the requisite skills, physical capacities, and 
knowledge. Nicotine addicts, kleptomaniacs, etc. may be psychologically “unable” to control 
their impulses, but strictly speaking they can control them, as evidenced by the fact that they 
regularly do control them: nicotine addicts refrain from smoking when it is strictly prohibited 
(e.g., on airplanes), and kleptomaniacs “will generally avoid stealing when immediate arrest is 
probable (e.g., in full view of a police officer)” (American Psychiatric Association 1994: 612). 
So the impulses in question are not irresistible; they are at most extremely hard to resist.19 Op-
                                                           
18 (1) On kleptomaniacs see: Berlin 1969: xx; Blum 2000: 287; Cooper 1966: 47; Copp 2003: 281-2; Dahl 1974: 
490-1, 495; Gowans 1994: 78-9; Hare 1951: 215-6 (cf. Montefiore 1958: 28-9); Schnall 2001: 339-40; White 1979: 
217. (2) On pathological sadists see: Haji 2002: 212-3; Kekes 1984: 459-60; Statman 1995: 38. (3) On alcoholics 
see: Smith 1961: 372-3; Tranøy 1972: 118. (4) On nicotine addicts see: Lemmon 1965: 48; Pigden 1990: 12-4; 
Qizilbash 1995: 147; White 1975: 148. (For simplicity I use ‘kleptomaniacs’, ‘nicotine addicts’, etc. instead of “the 
more accurate, but admittedly more cumbersome” (American Psychiatric Association 1994: xxii) ‘individuals with 
Kleptomania’, ‘individuals with Nicotine Dependence’, etc. I ignore the irrelevant complication that one can 
consume nicotine without smoking.) 
19 Cf. Douglas & Olshaker 1995: 174; Goldman 1998: 71-2; Kekes 1984: 460; Qizilbash 1995: 147. One might 
respond that, even if addicts can resist isolated impulses, they cannot go on resisting impulses for any great length 
of time (cf. Aquinas, Summa Theologiae, IaIIae, Q. 109, a. 8; Mann 1983: 379-80, 1991: 639). I reply that strictly 
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ponents of OIC might respond that, even if real-life addicts strictly speaking can control their 
impulses, surely there are conceivable addicts who simply cannot—and the existence of such 
conceivable addicts suffices to refute OIC, which is a claim of conceptual necessity. In reply I 
contest the claim that such conceivable addicts have the corresponding obligations. Consider a 
conceivable pyromaniac who, whenever she smells a certain perfume, has an acute and uncon-
trollable physiological reaction that makes her start setting fires randomly. It is plausible to say 
that during her fits she is in a certain respect akin to a malfunctioning robot: the concept of obli-
gation does not apply to her.20 
 

(2) Opponents of OIC might respond that, because setting fires normally has bad consequences 
or violates people’s rights, the conceivable pyromaniac has a reason to avoid setting fires, and 
provides thus a counterexample to P2 (namely to the claim that, by virtue of conceptual necessity, 
if an agent has a reason to φ then φ-ing is a potential action of the agent; see §3). This response 
presupposes a consequentialist or a deontological theory of reasons, but more generally—and 
this brings us to the second kind of examples—opponents of OIC might ask us to consider abil-
ity-independent theories of reasons and of obligations and their implications for P2 and OIC. For 
example, according to the theory that an agent has a (prudential) reason to do whatever it would 
be good for her to do, a conceivable nicotine addict who simply cannot quit smoking still has a 
reason to quit (on the reasonable assumption that it would be good for her to quit). As another 
example, according to the theory that an agent has a (moral) obligation to do whatever she is 
commanded by a deity to do, an agent who is thus commanded to attain perfection has an obliga-
tion to do so even if (as it is reasonable to assume) perfection is unattainable. These theories may 
be false, but they look conceptually coherent; and yet they would be incoherent if P2 and OIC 
were true—or so the objection goes.21 
 

In reply consider first some other implications of the above theories. According to the theory that 
an agent has a (prudential) reason to do whatever it would be good for her to do, an agent has a 
reason to run faster than light if it would be good for her to do so (e.g., because she would then 
rescue her baby from an approaching train), and an agent who is being attacked with a nuclear 
missile has a reason to make the missile vanish into thin air by waving at it (on the reasonable 
assumption that it would be good for her to make the missile vanish into thin air by waving at it). 
According to the theory that an agent has a (moral) obligation to do whatever she is commanded 
by a deity to do, an agent who is thus commanded to drink within the next minute all the water in 
the Pacific Ocean has an obligation to do so, and an agent who is thus commanded to disprove a 
(necessarily true) mathematical theorem—say, the Pythagorean theorem—has an obligation to 

                                                                                                                                                                                           
speaking they can: it is just much harder than resisting isolated impulses. (Imagine a kleptomaniac under constant 
and overt police supervision.) One might then claim that on my use of ‘can’ OIC is trivial (cf. Mann 1991: 638). I 
have already replied to a very similar claim in note 12. 
20 But doesn’t the claim that the pyromaniac is not obligated to refrain from setting fires entail the implausible 
claim that she is permitted to set fires? (Cf. Dahl 1974: 490-1, 495.) No. To be pro tanto obligated or permitted is to 
be required or allowed by some reason; so even if not being required by a given reason to refrain from φ-ing entails 
being allowed by that reason to φ, an agent is pro tanto neither obligated to refrain from φ-ing nor permitted to φ if 
no reason applies to her in her situation (as I claim is the case with the pyromaniac during her fits; for an objection 
see the next paragraph of the text). 
21 On the divine command theory example see: Forrester 1989: 17-22; Griffin 1996: 92; Kading 1954: 15; Mann 
1991: 639; Sayre-McCord 1986: 188; Smith 1961: 372-3. Another example in the literature of an ability-
independent theory of obligations is the theory that an agent has an obligation to do whatever she promises to do 
(cf. Altham 1985: 1-15; Driver 1983: 221; Kading 1954: 14; Martinich 1985: 117, 1987: 323; Searle 1969: 57-61, 
178-9; Sinnott-Armstrong 1987: 80, 1988b: 407 n. 3). 
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disprove it.22 These implications, I take it, are clearly false, and thus so are the above theories.23 
(On the other hand, I am not taking a stand on ability-dependent versions of the theories; for ex-
ample, it may well be the case that, if it would be good for an agent to φ and she can φ, then she 
has a reason to φ.)24 
 

But what about the point that, even if the above theories are false, they look conceptually coher-
ent and their coherence suffices to refute P2 and OIC? The point may seem compelling, but it is 
fallacious. To see why, consider first how one might explicitly formulate an argument against P2 
on the premise that the above theory of reasons is true (rather than just coherent): 
 

 (Q1) Every agent has a reason to do whatever it would be good for her to do. 
 (Q2) Some agent cannot do something it would be good for her to do. 
Thus: (Q3) Some agent cannot do something she has a reason to do. 
 

The argument is deductively valid and Q2 is plausible, but I argued that Q1 is false (because, e.g., 
Q1 entails that an agent has a reason to do something physically impossible if it would be good 
for her to do it). The response under consideration replaces Q1 with the weaker premise that Q1 
is—conceptually—possible (i.e., coherent), and similarly replaces Q3 with the weaker conclu-
sion that Q3 is possible (noting that this weaker conclusion—strictly speaking given P3—
suffices to refute P2). I reply that if the second premise remains Q2 (and a fortiori if it is replaced 
with the weaker premise that Q2 is possible) the resulting argument is invalid: it is fallacious to 
infer “possibly (A&B)” from “(possibly A)&B” (let alone from “(possibly A)&(possibly B)”). 
Moreover, if Q2 is replaced with the stronger premise that Q2 is necessary, the resulting argu-
ment is (valid but) unsound because Q2 is not necessary: in some possible world every agent can 
do whatever it would be good for her to do. So I see no way to refute P2 on the basis of the claim 
that Q1 is coherent. (Similarly for OIC.) 
 
 
 

                                                           
22 Similarly, if every counterfactual with an impossible antecedent is true (cf. Lewis 1973: 24-5), then it would be 
good for you to disprove the Pythagorean theorem, so according to the above theory of reasons you have a reason to 
disprove it. In response one might grant that nobody has a reason or an obligation to do what is impossible (cf. §5.1; 
Ross 1939: 109; Smith 1961: 371; White 1975: 153-6), and might restrict the above theories accordingly (cf. Sin-
nott-Armstrong 1987: 80). This move, however, (1) does not avoid the other implausible implications (of the theo-
ries) that I gave, and (2) weakens the putative counterexamples to OIC: if, e.g., an agent who is commanded by a 
deity to φ does not always have an obligation to φ, why does an agent who is commanded by a deity to attain per-
fection have an obligation to do so? 
23 Divine command theorists might respond that (1) a deity would never issue such commands, or that (2) no such 
commands exist: when one utters, e.g., “I command you to disprove the Pythagorean theorem”, one does not suc-
ceed in issuing a command (on a similar view about promises—cf. note 21—see: Driver 1983: 222; Martinich 1985, 
1987: 323-8; Sinnott-Armstrong 1987: 77-80, 1988b: 399-404). In reply I ask: if either of these responses is ac-
cepted, then why not also accept that (1) a deity would never command an agent to do something that the agent can-
not do (cf. Copp 2003: 272), or that (2) no command exists to the effect that an agent do something she cannot do 
(cf., e.g., von Wright 1963: chap. 7)? Then no counterexample to OIC would arise. 
24 Similar remarks apply to ability-independent versions of consequentialist and of deontological theories of rea-
sons, so I see no basis for the claim that the conceivable pyromaniac has a reason to avoid setting fires. Opponents 
of P2 might respond that (1) they just find this claim intuitively plausible and (2) they see no need to justify the 
claim by appealing to an ability-independent theory of reasons. To (1) I reply that the claim may look plausible be-
cause it is confused either with a claim about real-world pyromaniacs (who can avoid setting fires) or with the 
claim that, before her next fit, the conceivable pyromaniac has a reason to ensure that during her fit she will be un-
able to set fires. To (2) I reply that those who accept that the conceivable pyromaniac has a reason to avoid setting 
fires must also accept that some ability-independent theory of reasons is true, so their position falls prey to my criti-
cism of such theories. 
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5. Further objections to OIC 
 

The three objections to OIC that I address in this section, unlike the objections I addressed in §4, 
rely primarily on formal arguments rather than putative counterexamples. They purport to show 
that OIC conflicts with certain plausible or at least defensible theses: the is/ought thesis (§5.1), 
the possibility of hard determinism (§5.2), and the denial of the Principle of Alternate Possibili-
ties (§5.3). 
 

5.1. Objection IV: OIC versus the is/ought thesis 
 

If OIC is true, then the claim that an agent has a moral obligation to do something implies that 
the agent can do the thing. But then the claim that an agent cannot do something (a nonmoral 
claim) implies that the agent has no moral obligation to do the thing (a moral claim), contrary to 
the (is/ought) thesis that no nonmoral claim implies a moral claim—or so one might object to 
OIC.25 
 

Different versions of this objection correspond to different versions of the is/ought thesis. Propo-
nents of OIC need hardly worry if OIC contradicts an indefensible version of the thesis, but does 
a defensible version exist? To start with, the following typical version turns out to be indefensi-
ble: 
 

(I/O*) No valid argument has a conclusion that is a moral claim and premises that form a con-
sistent set of nonmoral claims.26 

 

One objection to I/O* considers the disjunction m ∨ n of any moral claim m with any contingent 
nonmoral claim n. If m ∨ n is a moral claim, then the valid argument from n to m ∨ n is a coun-
terexample to I/O*; and if m ∨ n is a nonmoral claim, then the valid argument from m ∨ n and ~n 
to m is a counterexample to I/O*.27 Another objection to I/O* considers the argument from the 
(false but consistent) paradigmatically nonmoral claim that no police officers exist to the para-
digmatically moral claim that every police officer has a moral obligation to refuse bribes; this 
argument is valid (it has the form “nothing is A; so, every A is B”) and is thus a counterexample 
to I/O* (cf. Prior 1960: 202). 
 

Various modifications of I/O* have been proposed in response to such objections. For the sake 
of definiteness I will focus for the moment on the following restriction of I/O* to arguments with 
conclusions that are singular moral claims, understood as moral claims expressed by asserting or 
denying that a specific agent S has (or does not have) a moral obligation to φ: 
 

                                                           
25 On versions of this reasoning see: Brown 1977: 206-8; Collingridge 1977, 1980: 121; Frankena 1969/1976: 134, 
146-7; Gewirth 1974/1982: 107; Kielkopf 1967; Mavrodes 1964; Morscher 1972: 84-5, 1974: 23, 1984: 432-3; 
Rynin 1957: 308, 313-6; Shaw 1965; Statman 1995: 37; Tranøy 1972: 117-8; von Kutschera 1977: 13; von Wright 
1963: 109-10; White 1975: 157. 
26 For similar versions of the is/ought thesis see, e.g.: Brink 1989: 146; Harrison 1967: 70; Prior 1960: 199-201; 
Rynin 1957: 308; Schurz 1991: 38, 1994: 266, 1997: 68; Searle 1964: 43. There are also versions of the thesis for-
mulated in terms of soundness rather than (deductive) validity (cf. Humberstone 1982: 470, 1996: 149-50; Morscher 
1984: 422), as well as nondeductive (cf. Mavrodes 1968: 363-4; Morscher 1974: 12-3, 1984: 423-4) and dynamic 
(cf. Johansson 1999) versions of the thesis. The is/ought thesis is usually attributed to Hume (1739-40: III, i, 
1/1978: 469-70), although disagreement exists on how Hume understood the thesis (see the papers reprinted in Part 
1 of Hudson 1969). 
27 Assuming that ~n is a nonmoral claim; also, that the two premises form a consistent set (if they don’t, then the 
argument from ~n to ~m is valid and is thus a counterexample to I/O* if ~m is a moral claim). On this objection, 
which was proposed by Prior (1960: 202) and Mavrodes (1968: 354-5), see: Harrison 1967: 70-1; Humberstone 
1982: 467-71, 1996: 128; Morscher 1974: 19-20, 1984: 426; Schurz 1991: 38-9, 1994: 266-7, 1997: 10-1, 69. 
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(I/O) No valid argument has a conclusion that is a singular moral claim and premises that form 
a consistent set of nonmoral claims. 

 

I/O avoids the above two objections because neither m ∨ n nor the claim that every police officer 
has a moral obligation to refuse bribes is a singular moral claim. Now how exactly is I/O sup-
posed to contradict OIC? The current objection to OIC relies on the assumption that, for some S 
and φ, the second premise (i.e., R2) of the following argument is a nonmoral claim and the con-
clusion (i.e., R3) is a singular moral claim: 
 

 (R1) If S has a moral obligation to φ, then S can φ. 
 (R2) It is not the case that S can φ. 
Thus: (R3) It is not the case that S has a moral obligation to φ. 
 

If OIC is true, then R1 is conceptually necessary, and is thus a nonmoral claim if every concep-
tually necessary claim is nonmoral (as proponents of the is/ought thesis typically accept; cf. 
Brink 1989: 147-8). But then the argument from R1 and R2 to R3, which is valid (by modus tol-
lens) and whose premises form a consistent set, is a counterexample to I/O—or so the objection 
to OIC goes.28 
 

In reply to this objection one might argue that R2 is a moral claim (Frankena 1969/1976: 146-7); 
or that R3 is a nonmoral claim;29 or that not every conceptually necessary claim is nonmoral.30 I 
prefer a different reply: if the above reasoning establishes that I/O contradicts OIC, then a paral-
lel reasoning, with “it is logically possible to φ” in the place of “S can φ”, establishes that I/O 
contradicts the ought-implies-logically-possible principle (OILP). (I am not arguing by analogy; 
my point is rather that, if one accepts for example that R2 is a nonmoral claim, then it seems hard 
to deny that “it is not the case that it is logically possible to φ” is a nonmoral claim. Similarly for 
the remaining pieces of the above reasoning and of the parallel reasoning.) But if I/O contradicts 
OILP, then I/O is implausible: OILP is relatively uncontroversial (cf. van Eck 1982: 267; 
Wedeking 1969: 135) and is at least implicitly endorsed even by opponents of OIC (Sinnott-
Armstrong 1987: 80; Smith 1961: 371; White 1975: 153-6). Therefore, if one accepts that I/O 
contradicts OIC because of the above reasoning, then one should reject I/O (and then there is no 
reason to reject OIC). 
 

It is important to note that the above reply applies also to versions of the objection that corre-
spond to versions of the is/ought thesis different from I/O. Some people, for example, have ar-
gued that, in objections to I/O* such as the two I gave above, the arguments from nonmoral 
premises to moral conclusions are in some sense “vacuous”. (Note, for example, that from the 
premise that no police officers exist it follows not only that every police officer has a moral obli-
gation to refuse bribes but also that every police officer has a moral obligation to accept bribes.) 
These people have thus proposed restricting I/O* to “non-vacuous” arguments. (This is quite 
rough; for rigorous formulations see Schurz 1991, 1994, 1997.) But if such a restriction of I/O* 

                                                           
28 Even if OIC is true and thus R2 conceptually entails R3, R2 does not logically entail R3, so if validity in I/O is 
understood logically, whether syntactically or semantically, (something like) R1 is needed for the objection (cf. 
Brown 1977: 207-8; Collingridge 1977: 351; Rynin 1957: 314-5). R1 is not needed if validity in I/O is understood 
conceptually (cf. Mavrodes 1964: 43). 
29 E.g., because R3 follows from the nonmoral claim that it is not the case that S exists. Opponents of OIC might 
respond by adding to R1 and R2 the nonmoral premise that S exists and replacing R3 with the arguably moral (cf. 
Collingridge 1977: 348-9; Mavrodes 1964: 43) conclusion that S has no moral obligation to φ. See also Brown 
1977: 206-7; Shaw 1965: 197; White 1975: 157. 
30 For my purposes (contrast Brown 1977: 207-8; Collingridge 1977: 351) it would not be an adequate reply to ar-
gue just that R1 is a moral claim; this, together with the claim (which the above reasoning uses) that R1 is a non-
moral claim if OIC is true, would entail that OIC is false. 
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is shown by a reasoning along the above lines to contradict OIC, then it is also shown by a paral-
lel reasoning to contradict OILP; for example, if the argument from R1 and R2 to R3 is “non-
vacuous”, then so is a parallel argument with “it is logically possible to φ” in the place of “S can 
φ”. So my reply applies also to versions of the objection that correspond to such restrictions of 
I/O*. My reply does not require me to take a stand on the is/ought thesis itself. 
 

Some opponents of OIC might respond by arguing that even OILP is false. To argue against 
OILP they might use two premises. First, the premise that in some cases (of moral dilemmas) an 
agent has both an all-things-considered moral obligation to φ and an all-things-considered moral 
obligation to not φ. Second, the premise that an agent who has both an all-things-considered 
moral obligation to φ and an all-things-considered moral obligation to ψ has an all-things-
considered moral obligation to both φ and ψ; this is a version of what is known as the “agglom-
eration principle” (Williams 1965/1973: 180). From these two premises it follows that in some 
cases an agent has an (all-things-considered, and thus pro tanto, moral) obligation to both φ and 
not φ, so that OILP is false. It also follows that OIC is false, since OIC entails OILP (assuming 
that, necessarily, agents can do only what it is logically possible to do). So the above argument is 
also a separate objection to OIC,31 not only a response to my reply to the fourth objection to 
OIC. 
 

In reply I reject the first premise. A full defense of this rejection requires an investigation into 
moral dilemmas and deontic logic which I plan to undertake elsewhere, so I will only give a very 
sketchy defense here. An agent’s all-things-considered moral obligation in a given situation cor-
responds to the combination of all moral reasons for action that apply to the agent in her situa-
tion. But if combining reasons for action is a commutative and associative operation (like, say, 
adding numbers), then there cannot be two distinct combinations of all applicable moral reasons 
for action (any more than there can be two distinct sums of ten given numbers), and there cannot 
be a case in which an agent has two distinct all-things-considered moral obligations. Typical ex-
amples of moral dilemmas are cases in which an agent has two distinct pro tanto moral obliga-
tions (which are equally strong or incommensurable). Now for all I have said it may still be true 
that in some such case the agent’s all-things-considered moral obligation (which corresponds to 
the combination of the two reasons to which the two pro tanto moral obligations correspond) is 
an obligation to do the impossible. But even in such a case there is just one (impossible) all-
things-considered moral obligation, not two, so the first premise of the above argument fails. To 
show that such a case exists some other argument is needed. 
 

5.2. Objection V: OIC versus the possibility of hard determinism 
 

A fifth objection to OIC can be derived from a paper by Saka (2000: 97-9). Consider the follow-
ing argument: 
 

 (S1) Necessarily, every agent has an obligation to do only what she can do. 
 (S2) Possibly, every agent can do only what she does. 
Thus: (S3) Possibly, every agent has an obligation to do only what she does (i.e., she does 

everything she has an obligation to do). 
 

S1 is just OIC. Concerning S2, note that (necessarily) if hard determinism is true—i.e., if deter-
minism is true and is incompatible with the existence of free will—then agents have no free will, 

                                                           
31 On variants of this objection to OIC see: al-Hibri 1978: 50-2; Copp 2003: 277-9; Donagan 1984: 300; Haji 2002: 
256 n. 13; Lemmon 1962: 150 n. 8, 1965: 47; Margolis 1967: 38-9; Martinich 1987: 329-30; McConnell 1975: 
chap. 2; Nagel 1972/1979: 74; Routley & Plumwood 1989: 674; Sinnott-Armstrong 1988b: 406; Trigg 1971: 46; 
White 1975: 149; cf. Fischer 1999: 124, 2000: 362. 
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so they can do only what they in fact do. Whether hard determinism is true is admittedly contro-
versial, but hard determinism is at least (conceptually) possible, so S2 is true. S3 follows deduc-
tively from S1 and S2, but according to Saka (2000: 98) S3 is false because its negation, namely 
S5 below, follows from S4: 
 

 (S4) Necessarily, every murderer has an obligation to do something (namely to refrain 
from murdering) that she does not do. 

Thus: (S5) Necessarily, some agent has an obligation to do something that she does not do. 
 

To sum up: OIC (i.e., S1) is false because, in conjunction with S2, it entails S3, which is false 
because its negation (i.e., S5) follows from S4—or so the objection to OIC goes. 
 

In reply note first that, although S5 follows from the conjunction of S4 with the assumption that 
necessarily some agent is a murderer, it is unclear why S5 would follow from S4 alone. To see 
the problem, suppose that the above assumption is false (as it clearly is); in other words, suppose 
that in some possible world W no agent is a murderer. But then, given that S4 is only about (all 
possible) murderers and in W no agent is a murderer, why would it follow from S4 that in W 
some agent has an obligation to do something that she does not do? (This does follow from S5, 
so it must follow from S4 if S5 follows from S4.) It seems then that the inference from S4 to S5 
is unwarranted because it relies on the false assumption that necessarily some agent is a mur-
derer.32 Moreover, pace Saka, S5 is false: it is conceptually possible that no agents exist (so S3 
is true), and it is conceptually possible that that there exist only perfect agents who always fulfill 
their obligations (i.e., who do everything they have an obligation to do, so again S3 is true).33 I 
conclude that the fifth objection to OIC fails. 
 

5.3. Objection VI: OIC versus the denial of Principle of Alternate Possibilities 
 

The last objection to OIC that I address in this paper derives essentially from Widerker 1991. 
Consider the following argument: 
 

 (T1) An agent is morally blameworthy for φ-ing only if the agent at some time has a 
moral obligation to not-φ. 

 (T2) An agent at a given time has a moral obligation to not-φ only if the agent at that 
time can not-φ. 

Thus: (T3) An agent is morally blameworthy for φ-ing only if the agent at some time can not-φ. 
 

Both premises, like the conclusion, are understood as universally quantified over φ etc. and then 
prefixed with “by virtue of conceptual necessity”. (Recall from §3 that φ ranges over proposi-
tions: ‘to not-φ’ is shorthand for ‘to make not-φ true’.) T1 is supposed to capture a “conceptual 
link between the notion of moral blameworthiness and that of moral obligation” (Widerker 1991: 
223); for example, if you never have a moral obligation to not interrupt Tuesday’s meeting, how 
could you be morally blameworthy for interrupting the meeting? T2 follows from OIC. (“Proof”: 
If OIC is true, then for any proposition ψ you ought to make ψ true only if you can, so you ought 
                                                           
32 I agree with Saka (2000: 98) that S4 (which corresponds to his “It is analytically true that murderers ought to 
refrain from murder and yet do not”) does not presuppose that murderers exist; my point is that the inference from 
S4 to S5 seems to rely on the assumption that necessarily some agent is a murderer. Saka apparently thinks that the 
inference relies only on the weaker assumption that necessarily the universe is nonempty; but this does not even 
entail that necessarily there are agents, let alone murderers. (For another response to Saka, see Haji 2002: 81-4.) 
33 Opponents of OIC might respond by replacing S2 with: (S2′) possibly, every agent can do only what she does 
and some agent is a murderer. S2′, in conjunction with S4, entails that S1 is false. I reply that S2′ presumably relies 
on the assumption that hard determinism is compossible with the existence of murderers, and the conjunction of this 
assumption with S4 entails the highly controversial claim that it is possible for agents who lack free will to have 
obligations. 
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to make not-φ true—φ being the negation of ψ—only if you can. But φ is arbitrary since ψ is, so 
for any φ you ought to make not-φ true only if you can; so T2 is true.34) T3 follows deductively 
from T1 and T2, but T3 is highly dubious: T3 can be considered (contrast Copp 1997: 451-2, 
2003: 267-8) a special case of the Principle of Alternate Possibilities—“a person is morally 
responsible for what he has done only if he could have done otherwise” (Frankfurt 1969: 829)—
and is vulnerable to “Frankfurt-type examples” (on which I say more below). To sum up: OIC is 
highly dubious because, in conjunction with T1, it has a highly dubious consequence, namely 
T3—or so the objection to OIC goes.35 
 

In reply I follow Haji (e.g., 1993) and Zimmerman (e.g., 1993) in rejecting T1. If the argument 
from T1 and T2 to T3 is to avoid equivocation, then obligation in T1 must be understood as in 
T2 and thus as in OIC, hence objectively (see §2(1)). Contrary to T1, however, in some cases an 
agent violates no objective obligation but is morally blameworthy for violating a subjective obli-
gation. Haji considers a case in which a physician administers a drug to a patient with the ma-
levolent intention of killing him; but unbeknownst to the physician, the patient has a dangerous 
disease that the drug cures, and is thus saved rather than being killed. Haji (1993: 45, 1994: 121-
2, 1997: 528-9, 1998a: 51, 1998b: 358-9, 2002: 194-6) argues that, contrary to T1, the physician 
is morally blameworthy for administering the drug but has no objective moral obligation not to 
administer it. One might object, however, that the physician is morally blameworthy not for ad-
ministering the drug, but rather for violating her objective moral obligation not to attempt to kill 
the patient (cf. Copp 1997: 448-50, 2003: 285-8). This objection is inconclusive (the physician 
might be blameworthy on both counts; see also Haji 1998b: 358-9, 2002: 194-6), but to circum-
vent it consider a different counterexample to T1: a case of culpable negligence. Suppose you 
have a subjective, all-things-considered moral obligation to push a certain button at midnight: 
you have every reason to believe that a collision between two trains will be prevented if and only 
if you push the button. Nevertheless, you inexcusably forget to push the button, and the trains 
collide. Clearly, you are morally blameworthy for failing to push the button (at midnight). Unbe-
knownst to you, however, the button was inoperative; so pushing it would have made no differ-
ence, and objectively you never had an obligation to push it. To this case the above kind of ob-
jection does not apply: you did not attempt to cause a collision.36 
 

Proponents of T1 might respond by arguing that the following general claim underlies my (puta-
tive) counterexample to T1 but is untenable: “An agent S is morally blameworthy for performing 

                                                           
34 One can similarly derive from T2 the restriction of OIC to moral obligations. The equivalence between T2 and 
this restriction of OIC holds because, as I said in §3, φ ranges over all propositions. If φ ranges just over proposi-
tions such that φ-ing is a potential action, then one may well need to distinguish—as Yaffe (1999) and Schnall 
(2001: 336) do—two versions of the ought-implies-can principle: one for obligations to φ and one for obligations to 
not-φ. 
35 On versions of this reasoning see: Blum 2000; Copp 1997, 2003; Fischer 1999: 123-4, 2003; Haji 1993, 1994: 
126 n. 22, 1998a: 250 n. 10, 2002: 37-41, 54-8; Mellema 2001; Schnall 2001; Widerker 1991, 1995: 257 n. 15; 
Widerker & Katzoff 1994; Yaffe 1999; Zimmerman 1993, 1996: 85-8. (Contrast Frankfurt 1983/1988: 95-6; Wal-
lace 1994: 204 n. 14.) 
36 Assume you had not promised anyone to push the button, nor was it a requirement of your job to push it: you 
were just a bystander. (Your friend, whose job it was to push the button, had gone for a walk, saying “I will be back 
before midnight to push the button”; but shortly before midnight you realized that she would not be back in time.) 
One might argue that if you are blamed for failing to push the button you have “the definitive reply” (Copp 1997: 
448, 2003: 287): the button was inoperative, so you had no objective moral obligation to push it. I find this reply 
ineffective, since by assumption you had every reason to believe that the button was operative (cf. Haji 1998b: 354). 
David Copp (personal communication, April 19, 2004) has claimed that you are morally blameworthy for failing to 
take reasonable care (something that you were objectively obligated to do). But this claim, which I can grant, does 
not contradict my claim that you are (also) morally blameworthy for failing to push the button. 
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an act A if S believed at the time that he had a moral obligation not to perform A”. Widerker and 
Katzoff (1994), who formulate this general claim, attack it in part on the basis of two examples. 
(a) A person who strangles his neighbor’s canary because a demon makes him do so is not mor-
ally blameworthy for doing so even if he believes he has a moral obligation not to strangle the 
canary. (b) A Nazi who mercifully spares the life of a Jewish child is not morally blameworthy 
for doing so even if he believes he has a moral obligation to kill the child. In reply I deny that the 
above general claim underlies my counterexample to T1. I would appeal instead to (something 
like) the following claim: 
 

 (T4) An agent who inexcusably violates a subjective moral obligation is morally blame-
worthy for doing so. 

 

T4 is immune to the above two examples: the person who strangles his neighbor’s canary has an 
excuse (namely the demon’s interference), and the Nazi who believes he has a moral obligation 
to kill the child is epistemically unjustified in believing this and so has no subjective moral obli-
gation to kill the child.37 These brief remarks provide of course no full defense of T4, but for the 
purpose of rejecting T1 a full defense is unnecessary: even if a counterexample to T4 is found, I 
can retreat to a restriction of T4 and use such a restriction as a basis for my counterexample to 
T1. For example, if T4 is rejected because it has the consequence that the Nazi would be morally 
blameworthy for sparing the child’s life if his belief that he has a moral obligation to kill the 
child were false but epistemically justified, I can restrict T4 to cases in which the agent holds no 
mistaken moral belief: my counterexample to T1 is such a case.38 It is thus unpromising to at-
tack my counterexample to T1 by attacking general claims that might underlie the counterexam-
ple; proponents of T1 had better attack the counterexample directly (if they can). 
 

In response opponents of OIC might use “Frankfurt-type examples” to attack OIC directly, with-
out recourse to T1. Suppose that you kill your aunt in cold blood, in order to inherit her huge for-
tune. Unbeknownst to you, however, a “counterfactual intervener” was monitoring your brain 
and would have made you decide to kill (and then kill) your aunt if your brain waves had not 
shown that you were going to decide on your own to kill her. In this example, at some time be-
fore you (decide to) kill, you cannot avoid killing your aunt but you have a moral obligation to 
avoid killing her—or so one might object to OIC.39 
 

In reply I ask: why accept that in the above example you have a moral obligation to avoid killing 
your aunt? I can grant that in the absence of the counterfactual intervener you would have the 
ability to avoid killing your aunt and a moral obligation to avoid killing her. But it is a common-

                                                           
37 (I would similarly reply to an example in Copp 1997: 449 and 2003: 287.) In case one demurs at including in the 
definition of subjective moral obligation the requirement that the agent’s moral beliefs be epistemically justified, I 
can instead specify this requirement explicitly in T4. 
38 Similarly, consider a third example adduced by Widerker and Katzoff (1994: 286): a physician who believes he 
has a moral obligation to administer a drug to a patient but chooses instead to watch a football game is not morally 
blameworthy for not administering the drug if (unbeknownst to him) the drug is unavailable. I reply that I do not 
need to take a stand on this example (cf. note 40): if one agrees with Widerker and Katzoff and thus rejects T4, I 
can restrict T4 to cases in which the agent can do what she has a subjective moral obligation to do (my counterex-
ample to T1 is such a case). 
39 On variants of this objection see: Copp 1997: 445-6; Haji 2002: 41-3, 2003: 297-8; Widerker 1991: 224; Zim-
merman 1996: 88-9; cf. Strasser 1992: 148-52. The above example assumes that there is an involuntary “prior sign” 
(a pattern of brain waves) which reliably predicts but does not causally determine your decision. The claim that in 
such Frankfurt-type examples you cannot avoid acting as you do is subject to objections, and although to address 
such objections modifications of the examples have been proposed, it is a matter of ongoing debate whether such 
modifications succeed (cf., e.g., Fischer 1999: 111-23). For the sake of argument I grant that in the above example 
you cannot avoid killing your aunt. 
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place that a factor which deprives you of an ability you would otherwise have can make it the 
case that you do not have an obligation you would otherwise have; for example, a leg injury 
which deprives you of the ability to swim can make it the case that you have no obligation to 
rescue a drowning child. (One might deny this by appealing to an ability-independent theory of 
obligations, but I have dealt with such theories in §4.3.) Opponents of OIC might respond that in 
this example your leg is actually injured, whereas the counterfactual intervener does not actually 
intervene. I reply that the presence of the counterfactual intervener makes it the case that you 
actually lack the ability to avoid killing your aunt—or else the putative counterexample to OIC 
does not even get off the ground. Consider also as an analogy a case in which what deprives you 
of the ability to rescue a drowning child is the presence of sharks in the water: even if the sharks 
do not actually intervene because you do not get into the water, you still have no obligation to 
rescue the child. But what if you are unaware of the presence of the sharks (as you are unaware 
of the presence of the counterfactual intervener) and you decide not to rescue the child just be-
cause you do not like getting wet? Then you are morally blameworthy for deciding not to rescue 
the child but you still have no objective obligation to rescue it; similarly in the example in which 
you kill your aunt.40 
 

Moreover, the information that the intervener does not actually intervene is arguably a red her-
ring. It is plausible to claim that what obligations you have at a given time does not depend on 
what happens after that time; for example, whether you now have an obligation to do something 
does not depend on whether you will do it.41 So if at the time at which the intervener comes into 
play (and makes it the case that you cannot avoid killing your aunt) you have no moral obliga-
tion to avoid killing your aunt in some case in which the intervener will intervene, then at that 
time you have no moral obligation to avoid killing your aunt even in cases in which the inter-
vener will not intervene. And if at that time you have no such obligation, I do not see why you 
would (in the putative counterexample to OIC as described above) acquire such an obligation 
later on.42 
 
 
 

                                                           
40 On versions of the sharks example see, e.g., Fischer & Ravizza 1998: 125. I do not need to take a stand on 
whether you are morally blameworthy for not rescuing (versus deciding not to rescue) the child, or more generally 
on the controversial issue of whether an asymmetry exists between actions and omissions with respect to blamewor-
thiness (or responsibility; cf., e.g., Fischer & Ravizza 1998: chap. 5): even if such an asymmetry exists, I do not 
think it affects my claims about obligations. 
41 (1) One might object by appealing to the view that, because determinism is true, you have a moral obligation to 
do only what you (will) in fact do (cf. §5.2). I reply that on this view you have no moral obligation to avoid killing 
your aunt if you in fact kill her, so the putative counterexample to OIC fails. (2) One might also object by arguing 
that, if you have promised to call me every day until I die, then whether you now have an obligation to call me to-
morrow depends on whether I will be alive tomorrow. I reply that, even if I will be alive tomorrow, you do not now 
have an unconditional obligation to call me tomorrow; such an obligation you do not acquire until tomorrow. What 
you now have instead, regardless of whether I will be alive tomorrow, is a conditional obligation to call me tomor-
row given that I will be alive tomorrow. 
42 In response opponents of OIC might argue that you did something morally wrong in killing your aunt, and some-
thing that you do is morally wrong only if you had a moral obligation to avoid doing it (cf. Haji 2002: 41-3; Zim-
merman 1996: 88-9). In reply I agree that you did something wrong in the sense of ‘bad’ (and also in the sense of 
‘blameworthy’). I deny, however, that you did something wrong in the sense of ‘forbidden’. I deny this because, 
given my attack in §4.3 on ability-independent theories of reasons, I can claim that the presence of the counterfac-
tual intervener made it the case that you had (objectively) no reason to avoid killing your aunt. (So am I saying that 
you were permitted to kill your aunt? I have already replied to a very similar objection in note 20: you were neither 
forbidden nor permitted.) 
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6. Conclusion: Is morality too demanding? 
 

There are two main senses in which morality might be thought to be too demanding. First, mo-
rality might be thought to be too demanding in the sense of requiring us to do things that we find 
very hard to do, things that constitute significant sacrifices. It might be thought, for example, 
that many of us are morally required to give up our cars, our vacations, and our nice houses so as 
to devote the majority of our incomes to worthy charities. Second, morality might be thought to 
be too demanding in the sense of requiring us to do things that we literally cannot do, things that 
go beyond our abilities. It might be thought, for example, that I am morally required to save a 
drowning child even though I cannot save it because I cannot swim. 
 

I find the claim that morality is too demanding in the second sense hard to swallow. In this paper 
I formulated a principle, OIC, which represents the view that it is conceptually impossible for 
morality to be too demanding in the second sense. I provided what is to my knowledge a novel 
argument for OIC, and I defended OIC against every major objection of which I am aware. I 
conclude that OIC is true: in the second sense morality is not too demanding. 
 

REFERENCES 
 

Albert, Hans (1985). Treatise on critical reason (M. V. Rorty, Trans.). Princeton, NJ: Princeton University Press. (Original work 
published 1968.) 

Alexander, Larry (1990). Reconsidering the relationship among voluntary acts, strict liability, and negligence in criminal law. 
Social Philosophy and Policy, 7, 84-104. 

al-Hibri, Azizah (1978). Deontic logic: A comprehensive appraisal and a new proposal. Washington, DC: University Press of 
America. 

Altham, James E. J. (1985). Wicked promises. In I. Hacking (Ed.), Exercises in analysis: Essays by students of Casimir Lewy 
(pp. 1-21). New York: Cambridge University Press. 

Altham, James E. J. (1988). Understanding the logic of obligation. The Aristotelian Society: Supplementary Volume, 62, 271-
283. 

American Psychiatric Association (1994). Diagnostic and statistical manual of mental disorders: DSM-IV (4th ed.). Washington, 
DC: American Psychiatric Association. 

Aquinas, St Thomas (1972). Summa Theologiae (Vol. 30). Oxford: Blackfriars. (Originally written 1265-73.) 
Atkinson, Ronald F. (1958). The autonomy of morals. Analysis, 18, 57-62. 
Audi, Robert (1974). Goldman on ability, excuses and constraint. The Journal of Value Inquiry, 8, 225-236. 
Austin, John L. (1979). A plea for excuses. In J. L. Austin, Philosophical papers (3rd ed., pp. 175-204). New York: Oxford Uni-

versity Press. (Originallly published 1957.) 
Baltzly, Dirk (2000). Moral dilemmas are not a local issue. Philosophy, 75, 245-263. 
Berlin, Isaiah (1969). Four essays on liberty. New York: Oxford University Press. 
Blum, Alex (2000). The Kantian versus Frankfurt. Analysis, 60, 287-288. 
Brink, David O. (1989). Moral realism and the foundations of ethics. New York: Cambridge University Press. 
Brink, David O. (1994). Moral conflict and its structure. The Philosophical Review, 103, 215-247. 
Broad, Charlie D. (1951). Five types of ethical theory. New York: Humanities Press. (Originally published 1930.) 
Brouwer, Frederick E. (1969). A difficulty with ‘ought implies can’. The Southern Journal of Philosophy, 7, 45-50. 
Brown, James (1977). Moral theory and the ought—can principle. Mind, 86, 206-223. 
Carey, Toni Vogel (1985). What conflict of duty is not. Pacific Philosophical Quarterly, 66, 204-215. 
Cohen, Stephen (1982). Justification for a doctrine of strict liability. Social Theory and Practice, 8, 213-229. 
Collingridge, David G. (1977). ‘Ought-implies-can’ and Hume’s rule. Philosophy, 52, 348-351. 
Collingridge, David G. (1980). The autonomy of evaluation. The Journal of Value Inquiry, 14, 119-127. 
Cooper, Neil (1966). Some presuppositions of moral judgments. Mind, 75, 45-57. 
Copp, David (1997). Defending the principle of alternate possibilities: Blameworthiness and moral responsibility. Noûs, 31, 441-

456. 
Copp, David (2003). ‘Ought’ implies ‘can’, blameworthiness, and the principle of alternate possibilities. In D. Widerker & M. 

McKenna (Eds.), Moral responsibility and alternative possibilities: Essays on the importance of alternative possibilities (pp. 
265-299). Burlington, VT: Ashgate. 

Dahl, Norman O. (1974). “ ‘Ought’ implies ‘can’ ” and deontic logic. Philosophia: Philosophical Quarterly of Israel, 4, 485-
511. 

Donagan, Alan (1984). Consistency in rationalist moral systems. The Journal of Philosophy, 81, 291-309. 
Douglas, John, & Olshaker, Mark (1995). Mindhunter: Inside the FBI’s elite serial crime unit. New York: Pocket Books. 
Driver, Julia (1983). Promises, obligations, and abilities. Philosophical Studies, 44, 221-223. 
Ewing, Alfred C. (1947). The definition of good. Westport, CT: Hyperion Press. 



 23

Fischer, John M. (1999). Recent work on moral responsibility. Ethics, 110, 93-139. 
Fischer, John M. (2000). As go the Frankfurt examples, so goes deontic morality (comments on Ishtiyaque Haji’s presentation). 

The Journal of Ethics, 4, 361-363. 
Fischer, John M. (2003). ‘Ought-implies-can’, causal determinism and moral responsibility. Analysis, 63, 244-250. 
Fischer, John M., & Ravizza, Mark (1998). Responsibility and control: A theory of moral responsibility. New York: Cambridge 

University Press. 
Fletcher, George P. (1978). Rethinking criminal law. Boston: Little, Brown and Company. 
Forrester, James W. (1989). Why you should: The pragmatics of deontic speech. Hanover, NH: University Press of New England. 
Frankena, William K. (1958). Obligation and motivation in recent moral philosophy. In A. I. Melden (Ed.), Essays in moral phi-

losophy (pp. 40-81). Seattle, WA: University of Washington Press. 
Frankena, William K. (1963). Obligation and ability. In M. Black (Ed.), Philosophical analysis: A collection of essays (pp. 148-

165). Englewood Cliffs, NJ: Prentice-Hall. (Originally published 1950.) 
Frankena, William K. (1976). ‘Ought’ and ‘is’ once more. In K. E. Goodpaster (Ed.), Perspectives on morality: Essays by Wil-

liam K. Frankena (pp. 133-147). Notre Dame, IN: University of Notre Dame Press. (Originally published 1969.) 
Frankfurt, Harry G. (1969). Alternate possibilities and moral responsibility. The Journal of Philosophy, 66, 829-839. 
Frankfurt, Harry G. (1988). What we are morally responsible for. In H. G. Frankfurt, The importance of what we care about: 

Philosophical essays (pp. 95-103). New York: Cambridge University Press. (Originally published 1983.) 
Gensler, Harry J. (1996). Formal ethics. New York: Routledge. 
Gewirth, Alan (1982). The “is-ought” problem resolved. In A. Gewirth, Human rights: Essays on justification and applications 

(pp. 100-127). Chicago: University of Chicago Press. (Originally published 1974.) 
Gilbert, Margaret (1972). The abilities of prescriptivism. Analysis, 32, 141-144. 
Goldman, Alvin I. (1970). A theory of human action. Englewood Cliffs, NJ: Prentice-Hall. 
Goldman, Holly Smith (1976). Dated rightness and moral imperfection. The Philosophical Review, 85, 449-487. 
Goldman, Marcus J. (1998). Kleptomania: The compulsion to steal—what can be done? Far Hills, NJ: New Horizon Press. 
Gowans, Christopher W. (1994). Innocence lost: An examination of inescapable moral wrongdoing. New York: Oxford Univer-

sity Press. 
Greenspan, Patricia S. (1975). Conditional oughts and hypothetical imperatives. The Journal of Philosophy, 72, 259-276. 
Griffin, James (1996). Value judgment: Improving our ethical beliefs. Oxford: Clarendon Press. 
Haines, Nicolas (1972). Ought and can. Philosophy, 47, 263. 
Haji, Ishtiyaque (1993). Alternative possibilities, moral obligation, and moral responsibility. Philosophical Papers, 22, 41-50. 
Haji, Ishtiyaque (1994). Doing the best one can and the principle of alternative possibilities. Southwest Philosophy Review, 10, 

113-127. 
Haji, Ishtiyaque (1997). An epistemic dimension of blameworthiness. Philosophy and Phenomenological Research, 57, 523-544. 
Haji, Ishtiyaque (1998a). Moral appraisability: Puzzles, proposals, and perplexities. New York: Oxford University Press. 
Haji, Ishtiyaque (1998b). Frankfurt-pairs and varieties of blameworthiness: Epistemic morals. Erkenntnis, 47, 351-377. 
Haji, Ishtiyaque (2002). Deontic morality and control. New York: Cambridge University Press. 
Haji, Ishtiyaque (2003). Flickers of freedom, obligation, and responsibility. American Philosophical Quarterly, 40, 287-302. 
Hampshire, Stuart (1951). Freedom of the will. The Aristotelian Society: Supplementary Volume, 25, 161-178. 
Hansson, Sven O. (1999). But what should I do? Philosophia: Philosophical Quarterly of Israel, 27, 433-440. 
Hare, Richard M. (1951). Freedom of the will. The Aristotelian Society: Supplementary Volume, 25, 201-216. 
Hare, Richard M. (1963). Freedom and reason. Oxford: Clarendon Press. 
Harrison, Jonathan (1967). Ethical naturalism. In P. Edwards (Ed.), The encyclopedia of philosophy (Vol. 3, pp. 69-71). New 

York: Macmillan. 
Hart, Herbert L. A. (1968). Punishment and the elimination of responsibility. In H. L. A. Hart, Punishment and responsibility: 

Essays in the philosophy of law (pp. 158-185). Oxford: Clarendon Press. (Originally published 1962.) 
Hart, Herbert L. A. (1994). The concept of law (2nd ed.). Oxford: Clarendon Press. 
Heintz, Lawrence L. (1975). Excuses and ‘“ought” implies “can”’. Canadian Journal of Philosophy, 5, 449-462. 
Henderson, George P. (1966). ‘ “Ought” implies “can” ’. Philosophy, 41, 101-112. 
Herman, Barbara (1990). Obligation and performance: A Kantian account of moral conflict. In O. Flanagan & A. O. Rorty 

(Eds.), Identity, character, and morality: Essays in moral psychology (pp. 311-337). Cambridge, MA: MIT Press. 
Hintikka, Jaakko (1969). Deontic logic and its philosophical morals. In J. Hintikka, Models for modalities: Selected essays (pp. 

184-214). Dordrecht: Reidel. 
Hintikka, Jaakko (1971). Some main problems of deontic logic. In R. Hilpinen (Ed.), Deontic logic: Introductory and systematic 

readings (pp. 59-104). Dordrecht: Reidel. 
Howard-Snyder, Frances (1997). The rejection of objective consequentialism. Utilitas, 9, 241-248. 
Hudson, William D. (Ed.). (1969). The is-ought question: A collection of papers on the central problem in moral philosophy. 

London: Macmillan. 
Humberstone, I. Lloyd (1982). First steps in philosophical taxonomy. Canadian Journal of Philosophy, 12, 467-478. 
Humberstone, I. Lloyd (1996). A study in philosophical taxonomy. Philosophical Studies, 83, 121-169. 
Hume, David (1978). A treatise of human nature (2nd ed.). Oxford: Clarendon Press. (Originally published 1739-40.) 
Jackson, Frank (1988). Understanding the logic of obligation. The Aristotelian Society: Supplementary Volume, 62, 255-270. 
Jacobs, Russell A. (1985). Is “ought implies can” a moral principle? Southwest Philosophy Review, 2, 43-54. 
Johansson, Ingvar (1999). Hume’s surprise and the logic of belief changes. Synthese, 117, 275-291. 
Kading, Daniel (1954). Does “ought” imply “can”? Philosophical Studies, 5, 11-15. 



 24

Kant, Immanuel (1996a). Groundwork of The metaphysics of morals (M. J. Gregor, Trans.). In I. Kant, Practical philosophy (pp. 
37-108). New York: Cambridge University Press. (Original work published 1785.) 

Kant, Immanuel (1996b). Critique of practical reason (M. J. Gregor, Trans.). In I. Kant, Practical philosophy (pp. 133-271). 
New York: Cambridge University Press. (Original work published 1788.) 

Kant, Immanuel (1996c). Religion within the boundaries of mere reason (G. di Giovanni, Trans.). In I. Kant, Religion and ra-
tional theology (pp. 39-215). New York: Cambridge University Press. (Original work published 1793.) 

Kant, Immanuel (1996d). On the common saying: That may be correct in theory, but it is of no use in practice (M. J. Gregor, 
Trans.). In I. Kant, Practical philosophy (pp. 273-309). New York: Cambridge University Press. (Original work published 
1793.) 

Kant, Immanuel (1996e). The metaphysics of morals (M. J. Gregor, Trans.). In I. Kant, Practical philosophy (pp. 353-603). New 
York: Cambridge University Press. (Original work published 1797.) 

Kant, Immanuel (1998). Critique of pure reason (P. Guyer & A. W. Wood, Trans.). New York: Cambridge University Press. 
(Original work published 1781.) 

Kekes, John (1984). ‘Ought implies can’ and two kinds of morality. The Philosophical Quarterly, 34, 459-467. 
Kekes, John (1997). Against liberalism. Ithaca, NY: Cornell University Press.  
Kielkopf, Charles F. (1967). ‘Ought’ does not imply ‘can’. Theoria, 33, 283-289. 
Kirwan, Christopher (1998). Pelagianism. In Routledge encyclopedia of philosophy (Vol. 7, pp. 284-287). New York: Routledge. 
Ladd, John (1958). Remarks on the conflict of obligations. The Journal of Philosophy, 55, 811-819. 
Lamb, James W. (1993). Evaluative compatibilism and the principle of alternate possibilities. The Journal of Philosophy, 90, 

517-527. 
Lemmon, Edward J. (1962). Moral dilemmas. The Philosophical Review, 71, 139-158. 
Lemmon, Edward J. (1965). Deontic logic and the logic of imperatives. Logique et Analyse, 8, 39-71. 
Lewis, David K. (1973). Counterfactuals. Oxford: Blackwell. 
Maclagan, William G. (1951). Freedom of the will. The Aristotelian Society: Supplementary Volume, 25, 179-200. 
Mann, William E. (1983). Dreams of immorality. Philosophy, 58, 378-385. 
Mann, William E. (1991). Jephthah’s plight: Moral dilemmas and theism. Philosophical Perspectives, 5, 617-647. 
Manning, Rita C. (1981). “Ought implies can” and the price of duty. The Southern Journal of Philosophy, 19, 117-121. 
Manor, Ruth (1971). Conditional forms: Assertion, necessity, obligation and commands. Doctoral dissertation, University of 

Pittsburgh. 
Marcus, Ruth Barcan (1980). Moral dilemmas and consistency. The Journal of Philosophy, 77, 121-136. 
Marcus, Ruth Barcan (1996). More about moral dilemmas. In H. E. Mason (Ed.), Moral dilemmas and moral theory (pp. 23-35). 

New York: Oxford University Press. 
Margolis, Joseph (1967). One last time: ‘Ought’ implies ‘can’. The Personalist, 48, 33-41. 
Margolis, Joseph (1971). “Ought” implies “can”. The Philosophical Forum, 2, 479-488. 
Martinich, Aloysius P. (1985). A solution to a paradox of promising. Philosophia: Philosophical Quarterly of Israel, 15, 117-

121. 
Martinich, Aloysius P. (1987). Obligation, ability and prima facie promising. Philosophia: Philosophical Quarterly of Israel, 17, 

323-330. 
Matthews, Gareth B. (1998). Augustine. In Routledge encyclopedia of philosophy (Vol. 1, pp. 541-559). New York: Routledge. 
Mavrodes, George I. (1964). ‘Is’ and ‘ought’. Analysis, 25, 42-44. 
Mavrodes, George I. (1968). On deriving the normative from the nonnormative. Papers of the Michigan Academy of Science, 

Arts, and Letters, 53, 353-365. 
McConnell, Terrance C. (1975). Moral dilemmas and ethical consistency. Doctoral dissertation, University of Minnesota. 
McConnell, Terrance C. (1989). “‘Ought’ implies ‘can’” and the scope of moral requirements. Philosophia: Philosophical Quar-

terly of Israel, 19, 437-454. 
McDonald, Julie M. (1987). Moral dilemmas and the priority thesis. Doctoral dissertation, University of Notre Dame. 
Mellema, Gregory (2001). Praise, blame, and the ought implies can principle. Philosophia: Philosophical Quarterly of Israel, 28, 

425-436. 
Montefiore, Alan (1958). ‘Ought’ and ‘can’. The Philosophical Quarterly, 8, 24-40. 
Moore, George E. (1922). Philosophical Studies. New York: Harcourt, Brace & Co. 
Moritz, Manfred (1953). Verpflichtung und Freiheit. Über den Satz “sollen impliziert können”. Theoria, 19, 131-171. 
Moritz, Manfred (1968). On second order norms: An interpretation of ‘ought implies can’ and ‘is commanded implies is permit-

ted’. Ratio, 10, 101-115. 
Morris, Michael K. (1985). Moral dilemmas and forms of moral distress. Doctoral dissertation, University of Pittsburgh. 
Morscher, Edgar (1972). From ‘is’ to ‘ought’ via ‘knowing’. Ethics, 83, 84-86. 
Morscher, Edgar (1974). Das Sein-Sollen-Problem logisch betrachtet: Eine Übersicht über den gegenwärtigen Stand der Diskus-

sion. Conceptus, 8(25), 5-29. 
Morscher, Edgar (1984). Sein-Sollen-Schlüsse und wie Schlüsse sein sollen. In W. Krawietz, H. Schelsky, G. Winkler, & A. 

Schramm (Eds.), Theorie der Normen: Festgabe für Ota Weinberger zum 65. Geburtstag (pp. 421-439). Berlin: Duncker & 
Humblot. 

Nagel, Thomas (1979). War and massacre. In T. Nagel, Mortal questions (pp. 53-74). New York: Cambridge University Press. 
(Originally published 1972.) 

Pereboom, Derk (2001). Living without free will. New York: Cambridge University Press. 
Pigden, Charles R. (1990). Ought-implies-can: Erasmus Luther and R. M. Hare. Sophia, 29, 2-30. 



 25

Prior, Arthur N. (1960). The autonomy of ethics. Australasian Journal of Philosophy, 38, 197-206. 
Prior, Arthur N. (1971). Objects of thought (P. T. Geach & A. J. P. Kenny, Eds.). Oxford: Clarendon Press. 
Qizilbash, Mozaffar (1995). Obligation, human frailty, and utilitarianism. Utilitas, 7, 145-156. 
Rees, W. J. (1953). Moral rules and the analysis of “ought”. The Philosophical Review, 62, 23-40. 
Rescher, Nicholas (1987). Ethical idealism: An inquiry into the nature and function of ideals. Berkeley, CA: University of 

California Press. 
Richman, Robert J. (1983). God, free will, and morality: Prolegomena to a theory of practical reasoning. Dordrecht: Reidel. 
Robinson, Richard (1971). Ought and ought not. Philosophy, 46, 193-202. 
Ross, W. David (1939). Foundations of ethics: The Gifford lectures delivered in the University of Aberdeen, 1935-6. Oxford: 

Clarendon Press. 
Routley, Richard, & Plumwood, Val (1989). Moral dilemmas and the logic of deontic notions. In G. Priest, R. Routley, & J. 

Norman (Eds.), Paraconsistent logic: Essays on the inconsistent (pp. 653-690). Munich: Philosophia. 
Rynin, David (1957). The autonomy of morals. Mind, 66, 308-317. 
Saka, Paul (2000). Ought does not imply can. American Philosophical Quarterly, 37, 93-105. 
Sapontzis, Steve F. (1991). “ ‘Ought’ does imply ‘can’ ”. The Southern Journal of Philosophy, 29, 383-393. 
Sayre-McCord, Geoffrey (1986). Deontic logic and the priority of moral theory. Noûs, 20, 179-197. 
Schlossberger, Eugene (1989). With virtue for all: Against the democratic theory of virtue. Southwest Philosophy Review, 5, 71-

76. 
Schnall, Ira M. (2001). The principle of alternate possibilities and ‘ought’ implies ‘can’. Analysis, 61, 335-340. 
Schurz, Gerhard (1991). How far can Hume’s is-ought thesis be generalized? An investigation in alethic-deontic modal predicate 

logic. Journal of Philosophical Logic, 20, 37-95. 
Schurz, Gerhard (1994). Hume’s is-ought thesis in logics with alethic-deontic bridge principles. Logique et Analyse, 37, 265-293. 
Schurz, Gerhard (1997). The is-ought problem: An investigation in philosophical logic. Dordrecht: Kluwer. 
Searle, John R. (1964). How to derive “ought” from “is”. The Philosophical Review, 73, 43-58. 
Searle, John R. (1969). Speech acts: An essay in the philosophy of language. New York: Cambridge University Press. 
Shaw, P. D. (1965). Ought and can. Analysis, 25, 196-197. 
Sidgwick, Henry (1981). The methods of ethics (7th ed.). Indianapolis, IN: Hackett. (Originally published 1907.) 
Sinnott-Armstrong, Walter (1984). ‘Ought’ conversationally implies ‘can’. The Philosophical Review, 93, 249-261. 
Sinnott-Armstrong, Walter (1987). A resolution of a paradox of promising. Philosophia: Philosophical Quarterly of Israel, 17, 

77-82. 
Sinnott-Armstrong, Walter (1988a). Moral dilemmas. Oxford: Blackwell. 
Sinnott-Armstrong, Walter (1988b). Promises which cannot be kept. Philosophia: Philosophical Quarterly of Israel, 18, 399-

407. 
Smith, James W. (1961). Impossibility and morals. Mind, 70, 362-375. 
Statman, Daniel (1995). Moral dilemmas. Amsterdam: Rodopi. 
Stern, Robert (2004). Does ‘ought’ imply ‘can’? And did Kant think it does? Utilitas, 16, 42-61. 
Stocker, Michael (1971). ‘Ought’ and ‘can’. Australasian Journal of Philosophy, 49, 303-316. 
Stocker, Michael (1987). Moral conflicts: What they are and what they show. Pacific Philosophical Quarterly, 68, 104-123. 
Strasser, Mark P. (1992). Agency, free will, and moral responsibility. Wakefield, NH: Hollowbrook Publishing. 
Suttle, Bruce (1988). Duties and excusing conditions. In S. H. Lee (Ed.), Inquiries into values: The inaugural session of the In-

ternational Society for Value Inquiry (pp. 119-129). Lewiston, NY: Edwin Mellen Press. 
Tännsjö, Torbjörn (1976). The relevance of metaethics to ethics. Stockholm: Almqvist & Wiksell. 
Taylor, Paul W. (Ed.). (1967). Problems of moral philosophy: An introduction to ethics. Belmont, CA: Dickenson. 
Thomason, Richmond H. (1981). Deontic logic and the role of freedom in moral deliberation. In R. Hilpinen (Ed.), New studies 

in deontic logic: Norms, actions, and the foundations of ethics (pp. 177-186). Dordrecht: Reidel. 
Timmermann, Jens (2003). Sollen und Können: “Du kannst, denn du sollst” und “Sollen impliziert Können” im Vergleich. In A. 

Newen (Ed.), Logical analysis and history of philosophy: Vol. 6. Focus: History of ethics (pp. 113-122). Paderborn: Mentis. 
Tranøy, Knut Erik (1972). ‘Ought’ implies ‘can’: A bridge from fact to norm? Part I. Ratio, 14, 116-130. 
Trigg, Roger (1971). Moral conflict. Mind, 80, 41-55. 
van Eck, J. A. (1982). A system of temporally relative modal and deontic predicate logic and its philosophical applications. 

Logique et Analyse, 25, 249-290 & 339-381. 
Vihvelin, Kadri (2000). Freedom, foreknowledge, and the principle of alternate possibilities. Canadian Journal of Philosophy, 

30, 1-23. 
von Kutschera, Franz (1977). Das Humesche Gesetz. Grazer Philosophische Studien, 4, 1-14. 
von Wright, Georg H. (1963). Norm and action: A logical enquiry. New York: Humanities Press. 
Wallace, R. Jay (1994). Responsibility and the moral sentiments. Cambridge, MA: Harvard University Press. 
Wasserstrom, Richard A. (1960). Strict liability in the criminal law. Stanford Law Review, 12, 731-745. 
Wedeking, Gary A. (1969). A critical examination of command logic. Doctoral dissertation, Washington University, Saint Louis. 
White, Alan R. (1975). Modal thinking. Oxford: Blackwell. 
White, Morton (1959). Historical inevitability. In M. White, Religion, politics, and the higher learning: A collection of essays 

(pp. 75-84). Cambridge, MA: Harvard University Press. (Originally published 1956.) 
White, Morton (1979). Oughts and cans. In A. Ryan (Ed.), The idea of freedom: Essays in honour of Isaiah Berlin (pp. 211-219). 

New York: Oxford University Press. 



 26

White, Morton (1981). What is and what ought to be done: An essay on ethics and epistemology. New York: Oxford University 
Press. 

Widerker, David (1991). Frankfurt on ‘ought implies can’ and alternative possibilities. Analysis, 51, 222-224. 
Widerker, David (1995). Libertarianism and Frankfurt’s attack on the principle of alternative possibilities. The Philosophical 

Review, 104, 247-261. 
Widerker, David, & Katzoff, Charlotte (1994). Zimmerman on moral responsibility, obligation and alternate possibilities. Analy-

sis, 54, 285-287. 
Williams, Bernard A. O. (1973). Ethical consistency. In B. A. O. Williams, Problems of the self (pp. 166-186). New York: Cam-

bridge University Press. (Originally published 1965.) 
Wollschläger, Christian (1970). Die Entstehung der Unmöglichkeitslehre: Zur Dogmengeschichte des Rechts der Leis-

tungsstörungen. Cologne: Böhlau. 
Yaffe, Gideon (1999). ‘Ought’ implies ‘can’ and the principle of alternate possibilities. Analysis, 59, 218-222. 
Young, Robert (1975). Freedom, responsibility and God. New York: Harper & Row. 
Zimmerman, Michael J. (1987). Remote obligation. American Philosophical Quarterly, 24, 199-205. 
Zimmerman, Michael J. (1993). Obligation, responsibility and alternate possibilities. Analysis, 53, 51-53. 
Zimmerman, Michael J. (1996). The concept of moral obligation. New York: Cambridge University Press. 


